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1.   INTRODUCTION 

This report is a summary of technical work performed from inception 

(December 1991) through June 1996 on contract F19628-91-C-0187 entitled "Space 

System-Environment Interactions Investigation." It is the ninth of a series of 

interim reports to be produced every six months. Each report includes an update 

of the material of the previous report, deleting obsolete material, and adding the 

work performed during the two most recent quarters. In that way, a single 

volume will always suffice as a technical summary of the work. 

The objectives of this contract are to support, with theoretical and modeling 

studies, research into the interactions of space systems with the space 

environment that are of interest to the Air Force. During this period, work was 

performed in support of the SPEAR-III rocket flight experiment, the PASP Plus 

orbital experiment, the CHAWS shuttle experiment, and the SPREE shuttle 

experiment. 

SPEAR III 

Dr. Myron Mandell and Dr. Gary Jongeward made presentations at the following 

conferences and SPEAR-III project meetings: 

Meeting Name Location Date 

Science Meeting Arlington, VA 17-18 December 1991 

Mid-Point Review Logan, UT 14-16 January 1992 

CDR Logan, UT 14-16 April 1992 

Science Meeting Sandusky, OH 9-10 July 1992 

Mock-up Data Review Arlington, VA 2 September 1992 

AGU Fall 1992 San Francisco, CA 7-11 December 1992 

High Voltage Workshop Dayton, OH 20-21 October 1992 

SPEAR-III Data Review Logan, UT 20-21 April 1993 

IEEE Plasma Physics Vancouver, B.C. 7-9 June 1993 



In addition, SPEAR-III information was exchanged by telephone and telefax. The 

presentations at these meetings, along with some telephone and telefax 

information, have been reorganized into chapters titled: 

2. EPSAT Calculations in Support of Maintaining a High Apogee for SPEAR-III. 

3. DynaPAC Calculations for SPEAR-III Floating Potentials and Currents. 

4. DynaPAC Calculations for ESA Currents and Angles 

5. Neutral Densities Produced by the NGRS (Neutral Gas Release System) 

6. NGRS-Induced Breakdown of the SPEAR-III Negative Body Sheath 

7. Modeling of SPEAR III Mock-up. 

The quarterly reports for this contract contain the actual presentation material. 

A review of our examination of the SPEAR-III flight data appears in Appendix C. 

PUBLICATIONS 

Three prospective publications have been supported by this contract. The 

S-Cubed contribution to the SPEAR-II products report received its final set of 

revisions under this contract, and appears as Appendix A. A paper based on a 

presentation on the DynaPAC computer code at the DNA Numerical Methods 

Symposium (Menlo Park, April 1992) was published in the conference 

proceedings, and appears as Appendix B. A paper describing our review of the 

SPEAR III flight data was prepared for the AIAA Aerospace Sciences Meeting in 

Reno, NV and appears in Appendix C. A paper describing our preliminary 

review of the PASP Plus data and included in the SPRAT XIV Conference 

proceedings is in Appendix D. 

We submitted the paper "Modeling of Parasitic Current Collection by Solar 

Arrays in Low Earth Orbit" to Physics of Plasmas for publication. We wrote a 

paper on PASP Plus current collection flight data for presentation at the 31st 

Intersociety Energy Conversion Engineering Conference in August. This paper 

will appear in the conference proceedings. 



CHAWS 

We did a statistical analysis of CHAWS data from the flights of the Wake Shield 

Facility (WSF). The analysis is described in Chapter 8 of this report. 

We did a preliminary calculation of the current collected by CHAWS while WSF 

was in the wake of the shuttle. This involved making a geometric model of the 

WSF and shuttle system. 

We made a presentation on comparing calculations with experiment values of 

the wake side currents from the CHAWS experiment at the Spring AGU meeting 

in May. The presentation is included in the quarterly report for the appropriate 

period. 

SPREE 

We made a geometric model of SPREE in the shuttle bay. 

PASP Plus 

We presented the paper "Parasitic Collection by PASP-Plus Solar Arrays" at the 

Space Photovoltaic Research and Technology 1995 Conference. The paper 

prepared for this conference is in Appendix D. 

We submitted the paper "Modeling of Parasitic Current Collection by Solar 

Arrays in Low Earth Orbit" to Physics of Plasmas for publication. 

We examined the floating potential of APEX. 

We examined the effect of the magnetic field on PASP Plus current collection. No 

systematic effect could be seen. 

We made a presentation at the Space Power Workshop in Manhattan Beach, CA. 

The presentation is included in the quarterly report for the appropriate period. 

We wrote a paper on PASP Plus current collection flight data for presentation at 

the 31st Intersociety Energy Conversion Engineering Conference in August. This 

paper will appear in the conference proceedings. 



2.   EPSAT CALCULATIONS IN SUPPORT OF MAINTAINING A HIGH 
APOGEE FOR SPEAR-3 

In January, 1992, as the SPEAR-3 payload had grown in length and weight, 

concern was expressed that its apogee would fall well below the desired 300 km 

altitude. A presentation based on EPSAT calculations was given, showing that 

the mission objectives would be severely impacted should the apogee fall well 
below 300 km. 

Figure 1 shows the trajectories for 250,300, and 350 km apogees, assuming rocket 

burnout at about 125 km. As the apogee drops, the time above a given altitude 

decreases. The figure indicates that the time above 200 km is 200, 280, and 350 
seconds for the three orbits. 

altitude apogee (km) = 250 
altitude apogee (km) = 300 
altitude apogee (km) = 350 

Figure 1. SPEAR-3 trajectories for 250, 300, and 350 km apogee missions. 



Figure 2 shows the IRI model plasma density for the same three orbits. For the 
300 and 350 km orbits there is an extended period of roughly constant plasma 
density. For the 250 km orbit the peak density is never reached, the plasma 
density is usually varying fairly rapidly, and the higher plasma densities occur 
early in the flight, when outgassing may not be complete. 
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Figure 2. IRI model plasma density profiles for three SPEAR-3 orbits. 

It is important to reach a high plasma density to avoid spontaneous breakdown. 
Figure 3 shows that the sheath radii about the sphere and the rocket increase 
sharply below 200 km, increasing ionization paths and enhancing the likelihood 
of spontaneous breakdown. 



Legend 

ICO 
Ol'i'.jd-?   >'r,' 

Figure 3. Sheath radii about the SPEAR-3 sphere and body, calculated 
using ERI predicted plasma density at specified altitude. 

Figure 4 shows the MSIS86 predicted neutral densities for the three orbits. We 
expect breakdown to be likely when the ambient density exceeds a few times 
1016 m"3. Again, for the 250 km orbit we fall well below this threshold for a 
shorter time than would be the case for a higher orbit. 
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Figure 4. MSIS86 neutral density profiles for the three SPEAR-3 orbits. 



DYNAPAC CALCULATIONS FOR SPEAR-3 FLOATING POTENTIALS 
AND CURRENTS 

The floating potential of SPEAR-3 results from a balance between electron 

current collected on the positively biased sphere and secondary-electron- 

enhanced ion current collected by the negative rocket body. Simple models, 

which assume Parker-Murphy collection by the sphere and Langmuir-Blodgett 

collection by the rocket, generally predict that the bulk of the applied voltage will 

appear on the negative body. Results of these simple models are incorrect 

because (1) they neglect the effects of the interaction between the sphere and 

body sheaths, and (2) neither a sphere nor a cylinder gives a satisfactory estimate 

for the body sheath current. 

Experience in calculating the floating potential of SPEAR-I gives us confidence 

that we know how to proceed. NASCAP/LEO calculations for SPEAR-I 

calculated floating potentials and currents by tracking ions and electrons in an 

assumed constant magnetic field and non-self-consistent potentials in which 

space charge is estimated by a nonlinear analytic screening formula. Using 

DynaPAC gives results with higher confidence levels because electrons will not 

be scattered by discontinuous electric fields. 

Figure 5 shows the DynaPAC model for SPEAR-3. In addition to the essential 

cylinder-boom-graded boom-sphere configuration, the model includes the 

floating probe and its boom, the solar cell experiment, and some additional flush- 

mounted experiments. For the calculations of this chapter, all the experiments are 

assumed to be at rocket body potential, the plastic boom is assumed to be a 

plasma potential (despite having a grounded cable shield running along the 

outside), and the graded boom is in four sections biased at 1/8, 3/8, 5/8, and 7/8 

of the capacitor voltage. 



Figure 5. DynaPAC geometrical model for SPEAR-3. 

The ionosphere model used in this chapter is given in Table 1. 

Table 1. Ionospheric plasma properties assumed in this chapter. 

Plasma Property Value 
Maximum Density 2 x 10n m-3 
Minimum Density 1 x 109 m-3 
Plasma Temperature 0.1 eV 
Magnetic Field 0.4 gauss 
Ion Species 0+ 

The effect of the sheath overlap differs depending on whether the overlap is 

weak or strong. Figure 6 shows a weak overlap case. Electrons that E x B drift 

along the sheath contour into the high electric field overlap region receive a 

waiver from the regulations of Parker and Murphy, so that they can contribute to 

the collected electron current. This effect is strongest when the magnetic field is 

normal to the plane of the figure (Science Attitude 1), and weakest when the 



magnetic field is parallel to the rocket axis (which minimizes the intersection of 
the drift orbits with the sheath overlap region). The collected electron current 
exceeds the Parker-Murphy bound for all three magnetic field orientations. 
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Figure 6. DynaPAC calculated electrostatic potentials about SPEAR-3, 
illustrating a case of weak sheath overlap. 

Figure 7 illustrates the case of strong sheath overlap. Here the body sheath nearly 
overwhelms the sphere sheath, which is both reduced in size and partially 
blocked by the immense negative potential region. This reduces the collected 
electron current well below the Parker-Murphy bound. The highest current now 
occurs when the magnetic field is parallel to the rocket body, since these 
experience the least blockage by electrostatic barriers. 
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Figure 7. DynaPAC calculated electrostatic potentials about SPEAR-3, 
illustrating a case of strong sheath overlap. 

Figure 8 shows the current variation as a function of assumed floating potential 

for the case of 16 kV capacitor voltage and 2 x 10n m-3 plasma density. It is fairly 

typical that the floating potential occurs near the switch from weak to strong 

sheath overlap, so that there is only a weak dependence of floating potential and 
circuit current on magnetic field. 
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Figure 8. Variation of sphere and body currents as a function of assumed 

floating potential for 16 kV capacitor voltage, 2 x 1011 m-3 plasma 
density, and various magnetic filed orientations. 

Figure 9 shows a list of calculations performed with capacitor voltages of 1,5,10, 
and 16 kV, plasma densities in the range indicated in Table 1, and various 
assumed body potentials. Floating potentials inferred from these calculations are 
replotted in Figure 10 in terms of the fraction of the applied voltage which 
appears on the body. We see that this fraction decreases with applied voltage, 
and increases with plasma density. For high applied voltages (> 5 kV) about one- 
third of the voltage typically appears on the body. At lower applied voltages (~1 
kV) this fraction rises to one-half or more. Figure 11 shows the same floating 
potential information, but with circuit current values (milliamperes) indicated. 
We expect currents in the 10 milliampere range at the high end of the plasma 
density range, and in the 0.1 milliampere range at the lowest plasma densities. 

11 
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Floating Circuit Currents 
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4.   DYNAPAC CALCULATIONS FOR ESA CURRENTS AND ANGLES 

The DynaPAC calculations described in the previous chapter also allow us to 

calculate the distribution of sheath ion current over the body. This is important in 

order to be sure that there are sheath ions impacting the location of the 

Electrostatic Analyzer (particle detector), and to estimate the ion current and 

angular distribution to the detector in order to optimize the detector sensitivity. 

Figure 12 shows a typical selection of ion trajectories from a sheath contour to the 

rocket. The first point to notice is that some portions of the rocket skin receive no 

ions, as they are totally electrostatically shadowed by the sphere sheath. The 

shadowed region typically covers nearly half of the boomward side of the rocket, 

and one-fourth to one-third of the side opposite the boom. The ESA is located 

just above the middle of the rocket (approximately 0.57 of the way from the 

bottom of the adapter ring to the top of the high voltage module) on the side 

opposite the boom. In no case of interest have we observed electrostatic 

shadowing of the particle detector position. 

SFf ,tc 1 p.t-<-Jo Tia-of?«*» 
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Figure 12.      Typical ion trajectories from a sheath contour to the SPEAR-3 
rocket bodv. 
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The second point to notice on Figure 12 is that the first several trajectories to the 

anti-boom side of the rocket cross, indicating focusing to a "hot spot". Figure 13 

shows the flux to the entire rocket surface (for plasma density lxlO11 m-3, 5 kV 

capacitor voltage, and -1.5 kV body potential). Over most of the rocket 

(excluding the electrostatically shadowed portion) the ion flux (for this case) is 

about 0.1 milliamperes per square meter, but a hot spot with flux of 0.3 

milliamperes per square meter is clearly seen near the transition from the 

elect"■"taticallv shadowed region. 

COLOR LEGEND 
.3.2E-04 , 

SPEAR-3 Model - 28-Jan-92 
Flux (Amps/m"2) — Min= 0.00E+00 Max= 2.88E-04 

-%i,c~"   N- 1-8E"04!!I1 
W" '-■■- 1.6E-04|ip 

1.2E-04 

Figure 13. Ion flux density to the SPEAR-3 rocket surface. 

Figure 14 shows the calculated current densities at the ESA location for the 

calculations indicated in Figure 9. The predicted current densities range over 

nearly two orders of magnitude (from nearly one milliampere per square meter 

down to about 10 microamperes per square meter), and correlate strongly with 

plasma density and less strongly with body potential. There is also appreciable 

variation due to the strong gradients of flux density (due to focusing effects) near 

the ESA location. 
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Figure 14. DynaPAC calculated flux densities to the ESA location for various 
plasma densities, body potentials, and capacitor voltages. 

The angle of incidence of sheath ions to the particle detectors is also of concern, 

since the ESA's have limited angular range, and the proposed instruments do not 

scan in angle. Previous calculations (reverse trajectory calculations with 

DynaPAC) showed that the velocity component normal to the rocket axis was 

broadly distributed, corresponding to a broad distribution of the corresponding 

angle. However, the velocity component along the rocket axis was narrowly- 

distributed, suggesting an angular distribution spanning only a few degrees. 
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Figure 15 shows the incident angle of ion macroparticles impacting the anti- 

boom side of the rocket (as a function of position on the rocket) for the same case 

as Figure 13. At the particle detector position (vertical line) the incident angle of 

the main beam is seen to be about 12 degrees off normal. (Note also the vertical 

distribution just above the particle detector position, indicating focusing to the 

hot spot.) Figure 16 shows the incident angles (as a function of plasma density 

and body potential) according to the same scheme as Figure 14. In general, the 

predicted angle increases with increasing sheath size, i.e., with more negative 

body potential or with lower plasma density. 

17 
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Figure 16.   DynaPAC calculated incident angles at the ESA location for various 
plasma densities, body potentials, and capacitor voltages. 

To compare with these predictions, Dr. R. C. Olsen (Naval Postgraduate School) 

reviewed the measurements by the ESA's on SPEAR-I. The SPEAR-I 

measurements indicated that the incident ions were broadly distributed in both 

energy and angle. The integrated current corresponded, at least roughly, to 

DynaPAC predictions. The energy distribution was a constant count rate up to 

the inferred spacecraft potential, with a high energy falloff characterized by a 

temperature of about one-tenth the inferred spacecraft potential. There was little 

angular dependence, except that, where charging peaks did occur, they tended to 

be at angles where DynaPAC would have predicted no incident flux. No 

plausible physical mechanisms have been proposed for degrading the sharp 

peak in energy and angle predicted by simple theory to the broad distribution 
observed by SPEAR-I. 

On the basis of the DynaPAC calculations, we recommended ESA aperture 

diameters as shown in Table 2. The recommendations take into account the 

detector saturation at 1.6 picoamperes, and assume that one-fourth of the flux 

enters the detector (due to limited range in azimuthal angle). The recommended 
aperture diameter is then given by 

18 



d = 2.85 x 10-6 J-!/2 

where J is the expected current density. Because the SPEAR-I results indicated a 

broad distribution of incident current, larger apertures (corresponding to 1014 

and 1012 ster1 cnr2 s"1 E"1) were adopted. 

Table 2 

Energy Flux Design Aperture Diameter 

Range Range Flux [microns] [inches] 

High High 1 x 10-3 Am"2 90 0.0035 

High Low 3 x lO"5 Am"2 520 0.020 

Low High 2 x lO"4 Am"2 200 0.008 

Low Low 1 x 10"5 Am'2 900 0.035 

Finally, it was suggested that ions produced in the sphere sheath might be seen 

in the particle detector measurements. Figure 17 shows trajectories of ions 

generated within the sphere sheath. Most are rapidly expelled from the 

spacecraft vicinity. While a minor fraction of the ions from the sphere sheath did 

impact the rocket body, none reached the particle detector location. This leads to 

the preliminary result that ions produced in the sphere sheath should not cause 

any problem for the ESA's. 
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Figure 17. Trajectories of ions generated within the sphere sheath. 

20 



5.   NEUTRAL DENSITIES PRODUCED BY THE NGRS (NEUTRAL GAS 
RELEASE SYSTEM) 

The EPSAT model for nozzle plume and backflow density are being used under 

this contract to provide neutral densities to be used to calculate grounding of the 

rocket by the NGRS. Table 3 shows the input parameters for the nozzle as 

modeled by EPSAT. 

Table 3 Nozzle Parameters 

Nozzle length .001 

Exit radius .00274 

Exit mach # 7 

Stagnation temp .0223 

Stagnation press 2xl06 

Throat radius 2.685 x 10"4 

Thrust 0.782 

Area ratio 104 

Number flow rate 2.16 x 1022 

Mass flow rate 1.005 x 10-3 

Gamma 1.4 

Species N2 

A coarse plot of the effluent densities around the rocket is shown in Figure 18. 

The high voltage sphere is in the region of the nozzle backflow. We see that there 

is a substantial region near the nozzles with density exceeding 

1019 nr3, but the density falls to 3 x 1016 nr3 in the neighborhood of the sphere. 

This neutral density is probably low enough to avoid sphere breakdown, but 

with less safety margin than would be desirable. 
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Figure 18. EPSAT plot of neutral density [m-3] about SPEAR-3 resulting from 
four nozzles. 

Figure 19 shows the density at three positions on the rocket as a function of flow- 

rate, with the breakdown regime indicated to begin at a density of 1017 m-3. The 

high voltage sphere appears to be safe for flow rates below ten grams per second, 

but the safety factor is not high. Increasing the mach number of the flow should 

improve the situation with regard to sphere breakdown. 
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Figure 19.      EPSAT-calculated neutral densities near the lower rocket body, top 
of rocket body, and high voltage sphere. Sphere breakdown is 
expected for densities above about 1017 nv3. 

The EPSAT generated density field has been incorporated into DynaPAC for use 

in three-dimensional calculations. Figures 20 (a and b) show two views of the 

density field plotted using DynaPAC software. The highest densities occur at the 

nozzle, but radial paths pass quickly through these very high densities. On the 

other hand, radial paths along the nozzle direction see modest densities for very 

long distances. 
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This is further illustrated in Figures 21 (a and b), with show column densities and 

linear gains along radial paths. Conventional phenomenology (Paschen curves) 

suggest that breakdown takes place along paths with column densities of one 

half to one torr-cm. The torr-cm plot shows that most paths satisfying this 

criterion occur not at the nozzle location, but 45 to 90 degrees away, passing 

either along the plume or obliquely through the plume. The "linear 

amplification" plot delineates the number of secondary electrons produced by 

the process of an electron leaving the rocket surface, producing ions without 

slowing down, and having those ions return to the rocket without charge 

exchanging. The regions of high gain match well the regions where column 

density is well-suited to breakdown. 

Figure 21.   (a) Properties of the plasma plume obtained by integrating along a 
radial path. On the left side of the figure, the path passes through the 
nozzle location normal to the flow direction. On the right side of the 
figure the path parallels the flow direction, (a) Integral of neutral 
density (column density) expressed in units of torr-cm. 
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Figure 21.   (b) Integral of neutral density time ionization cross-section times 
secondary emission coefficient. 

This analysis depends on conventional phenomenology, which deals with 

constant densities and electric fields. Also, the importance of charge exchange 

remains to be assessed. Three-dimensional trajectory effects may also impact the 

likelihood of breakdown. This work will progress in the next period. 
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6.   NGRS-INDUCED BREAKDOWN OF THE SPEAR-3 NEGATIVE BODY 
SHEATH 

This chapter describes preliminary three-dimensional considerations for 

NGRS-induced breakdown calculated using DynaPAC, and a dynamic, two- 

dimensional breakdown calculation using Gilbert. In this chapter we consider the 

neutral species to be molecular nitrogen, although argon will actually be used in 

the SPEAR-3 NGRS. These results were presented at NASA Plum Brook Station 

in July, 1992. 

6.1.   Three-Dimensional Considerations 

Figure 22 illustrates the processes of ionization breakdown for negative 

potentials. An electron leaving the surface interacts with a neutral to yield an ion 

and an electron. The ion is accelerated back to the surface and creates secondary 

electrons. This process scales linearly with the neutral density. The newly created 

electron may interact with another neutral. Because two neutral collisions are 

involved, the number of secondary electrons produced as a result of second 

collisions scales quadratically with the neutral density. While we consider 

primarily the linear order processes in this chapter, higher order processes are 

important in achieving breakdown. 
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5. aakdown Is Initiated When: 
Each Electron Emitted From Surface 
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produces   y   surface 
secondary electrons 
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Positive Feedback , yr > i , 
Causes Breakdown Initiation 

Figure 22. Breakdown initiation process for a negatively biased system. 

Suppose that the dominant collisions occur more than one radius from the 

rocket. Ionizing electrons have then been accelerated to nearly the full rocket 

potential, and returning ions gain this energy as well. The number of secondary- 

electrons is proportional to the ionization cross-section for this energy times the 

ion-induced secondary' yield. These two functions, with their product, are shown 

in Figure 23. The product rises sharply in the 500 to 1000 volt ran^e, sue*estin°- 

that a stable breakdown phase can occur. This is valid only for low gas densities, 
as we have neglected the effects of charge exchange. 
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Figure 23.   lonization cross-section (for electrons on ISP?), ion-induced secondary 
emission coefficient, and their product. 

We set out to calculate the linear amplification process for actual SPEAR-3 

potentials and nozzle densities. The potential field used is shown in Figure 24. It 

corresponds to 10 kV capacitor potential and a plasma density of 1 x 1011 nr3, at 

the estimated floating potential of -3.5 kV. Electrons were tracked outward from 

the center of each surface cell on the rocket model. Ions were created in 

proportion to the ionization cross-section for the electron energy times the 

neutral density. The created ions were then tracked back to the rocket where thev 

created secondary electrons. Electron energy loss mechanisms were neglected 

(under the assumption that the number of ions per electron would be small). Ion 

charge exchange was neglected (under the assumption of small neutral density). 
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Figure 24. Potential field used for three-dimensional ionization calculations, 
corresponding to 10 kV capacitor voltage, -3.5 kV body potential, 
and 1011 nr3 plasma density. 

In order to sustain breakdown, the secondary electrons must be created at the 

approximate location where the primary was emitted. As a first cut, we take this 

to mean the same surface cell of the DynaPAC model. Figure 25 shows the 

number of secondary electrons produced (by the process described above) at the 

same cell as the emitted primary. The cells with substantial values are in the 

neighborhood of the nozzles, and face the nozzle flow direction. The maximum 

of this diagonal secondary production term was 0.91. Some of the properties of 

the trajectory having this maximum are shown in Table 4. 
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Diagonal Amplification 
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Figure 25.   Secondary electron production resulting from primary electron 
emitted from same cell. 

Three dimensional effects tend to reduce the diagonal amplification. Because 

emitted electrons receive their initial acceleration near the rocket, where fields 

are radially outward, their trajectories are approximately radially 

outward. Ions, however, are created far from the rocket, where electric fields 

have a substantial component toward the rocket center. This causes an incipient 

electron avalanche to migrate toward the rocket center, where it fizzles for lack of 

neutral density. However, the magnetic field can play a role in reducing this 

effect. In the case of the cell with maximum diagonal secondary production, the 

magnetic field (for science attitude 1) deflects electrons toward the rear of the 

rocket. Still, on average, secondary electrons are produced nearly five inches 

from the site of primary emission. For a neighboring cell located similarly and 

symmetrically, but for which magnetic deflection is toward the top of the rocket, 

displacement of secondary production grows to seven inches. 
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For the most interesting surface cell, we also calculated the quadratic ion 

production, i.e., ions produced by ionization-produced electrons. The number of 

quadratic ions (see Table 4) was, for this density, greater than the number of first 
generation ions. 

Table 4 

For cell with maximum likelihood of breakdown: 

Direction 

First generation ions 

First generation sec. electrons 

Diagonal sec. electrons 

Mean ion impact distance 

Mean secondary production 

Second generation ions 

Nearly along flow direction 

1.36 

1.2 

0.91 

5.5 cm 

11.7 cm 

1.75 

For neighboring cell (magnetic field effect) 

Mean ion impact distance 

Mean secondary production 
8.85 cm 

17.7 cm 

6.2.      Two Dimensional Breakdown Calculation 

Two-dimensional calculations of breakdown induced bv nozzle flow were done 

using the Gilbert code. The purpose of these calculations was to develop the 

experience, techniques, and expertise needed to successfully attack the three- 
dimensional problem. 

The rocket was represented as a sphere with radius 0.57 cm. The neutral density 

was obtained by taking densities corresponding to the 1 gram per second flow 

rate nozzle firing tangentially to the sphere, and rotating the densities (in the 

plane formed by the nozzle axis and the sphere center) about the sphere diameter 

(passing through the nozzle). (Angle-averaging the density provided bv two 

such nozzles gave insufficient neutral density to cause breakdown.) The neutral 

species was \'2. Electrons were taken with their true mass and with mass 

enhanced by 100, and runs were done with initial potentials of -3.5 kV and -2 kY. 
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Two new features were introduced for these calculations. First, an energy- 

dependent slowing down field (for electrons) was developed in order to 

reproduce the high density side of a Paschen curve. The slowing-down field is 

Esiow = BN/log(A/a(e)) 

where 

N = Neutral Density [nr3] 

A = 3.43 x lO"20 m2 

B = 1 x 10"18 volt -m2 

e = electron energy 

o~ = ionization cross-section 

The second improvement was to introduce an implicit algorithm (similar to those 

which have appeared in the literature) capable of handling very high plasma 

densities. The algorithm replaces Poisson's equation with 

- div [1 + 1/2 (cop (r) 8t) 2] grad $ = pA / £o 

where pA is the "free streaming" charge density, i.e., the charge density 

calculated after moving particles at constant velocity for 8t. (The plasma 

frequency is also calculated using the free-streaming densities.) The algorithm 

consists of (1) doing the free-streaming pre-push, (2) solving for the implicit 

potentials, and (3) performing the actual particle push. It is not necessary to ever 

solve for the actual potentials. Particle deposition must be accounted for in the 

pre-push, but particle emission need not be done in the pre-push. 

Table 5 shows the time dependence of the discharge. (Times up to 12 us are for 

real mass electrons. The heavy electron run behaved similarly, but with some 

modest changes in the dynamics.) The run was started with the sphere at -3500 

volts and emitting a small current of seed electrons. Significant ion return began 

at about two us, and the ion- generated secondaries soon dominated the 

problem. A peak potential of -120 volts was reached but could not be sustained. 

The final steady state oscillated about a potential of -850 volts, with excursions of 

± 200 V and a frequency of about 20 kHz. 
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Table 5 

Time [us] 
0 
2 
6 
7 
8 
9 
9 
11 
12 
20-60 
25 
70 

>100 

Sphere at -3500 volts 
Significant ion return current begins 
Total space charge peaks 
Steady ion return current of 20 mA reached 
Peak ion space charge 
Ion current begins to drop 
Peak electron space charge 
Peak secondary electron current 
Peak potential of -120 volts 

Mean ion return current of 2.5 mA 
Total space charge has minimum 
Equilibrium reached at -850 volts 
Mean secondary emission coefficient -0.15 
Oscillations ±200 V, -20 kHz 

As we expected for the three-dimensional case, discharge was predominantly 

along a path passing obliquely through the nozzle plume. A quasi-neutral, dense 

plasma region was formed where the greatest ionization took place. Figures 26 

show the electrostatic potential, ion density, and electron density during the 

discharge. The regions of high electron and ion density coincide, and a cathode 

fall region, with increased electric field, is created between the sphere surface 

and the quasi-neutral region. 
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Figure 26.   (a) Electrostatic potentials during breakdown, showing localized 
cathode fall region. 
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Figure 26.   (b) Plasma ion density during breakdown, showing formation of a 
high density region at an oblique angle to the nozzle flow. 
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Figure 26. (c) Plasma electron density during breakdown, showing high 
electron density coincident with the ion density. 
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6.3.      Continuous Slowing Down Approximation 

The importance of estimating the required gas flow for the SPEAR-3 neutral gas 

release system led us to pursue yet another approach to calculating breakdown 

in the neutral plume (shown in Figure 20). This approach was to calculate the 

number of electron-ion pairs produced as a result of one electron emitted from 

the rocket and traveling a radial path (i.e., following the electric field) through 

the three-dimensional gas plume. The ions produced return to the rocket at low 

energy due to charge exchange, and thus have a secondary electron coefficient in 

the range 0.05 to 0.1. If their number is sufficient to reproduce the original 

electron by secondary emission, breakdown will occur. 

Analytic formulas were fit to published cross-section and energy loss data for 

electron impact on neutral Argon. The ionization cross section fit is 

/i-\     1 i     irv-I6    E —15.8        2 c(E) = 1.1x10      Tm 
(100 + E)2 

The energy loss fit is 

L(E) = 4xlO_16^-^-Vm2 

^  ' 100 + E 

The electron macroparticles generate electron-ion pairs and loose energy 

independently. 

This approach reproduces the Paschen curves for parallel plate geometry. 

Figure 27 shows the inverse of the second Townsend coefficient as a function of 

the the voltage and the column density for the parallel plate geometry. 
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Figure 27.   Argon Paschen Profile for the parallel plate geometry using the 
continuous slowing down approximation. 

Using this approach, the second Townsend coefficient was computed for radial 

electron paths outward from the SPEAR 3 rocket body for various flow rates. The 

inverse of the second Townsend coefficient for nozzle flow rates of 0.25,1, and 2 

grams per second are shown in Figure 27 as a function of direction and potential. 
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Figure 28.   (a) Inverse of the second Townsend coefficient for a nozzle flow rate 
of 0.25,1, and 2 grams per second as a function of the angle from the 
nozzle location and the potential of the body with respect to the 
plasma. 

The conclusions of these calculations were that (a) A nozzle flow of 2 grams per 
second per nozzle would be required to produce breakdown and ground the 
rocket, (b) During such grounding the rocket potential would be held to about 
200 volts negative, (c) The breakdown path would occur 90 degrees from the 
nozzle location, in the direction of the gas flow. 
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Figure 28.   (b) Inverse of the second Townsend coefficient for a nozzle flow rate 
of 0.25,1, and 2 grams per second as a function of the angle from the 
nozzle location and the potential of the body with respect to the 
plasma. 
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Figure 28    (c) Inverse of the second Townsend coefficient for a nozzle flow rate 
of 0.25,1, and 2 grams per second as a function of the angle from the 
nozzle location and the potential of the body with respect to the 
plasma. 

These results were presented at the SPE AR-3 Mockup Review Meeting, 
Arlington VA, 2 September 1992, and later at the 1992 American Geophysical 
Union (AGU) Fall Meeting, San Francisco CA, December 1992. It was strongly 
recommended that the flow rate be increased from the then baselined 0.5 grams 
per second per nozzle to 2 grams per second per nozzle. At the project meeting, 
similar recommendations on the flow rate were made by E. E. Kunhardt (on 
theoretical grounds), and by J. Antoniades faased on Mockup Test results). The 
higher flow rate was adopted by the project. 
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7. SPEAR-3 Mockup Analysis - Floating Potential 

The SPEAR-3 Mockup tests took place at Plum Brook Station, Sandusky, Ohio 

during July, 1992. The material in this chapter was presented at the Mockup Data 
Review in Arlington, VA, 2 September 1992. 

DynaPAC calculations for the SPEAR-3 floating potential in space predict that 

about 40 percent of the bias potential applied to the sphere will appear (in a 

negative sense) on the rocket body (Figure 29). We have confidence in these 

results because the same techniques were able to match the floating potential of 

SPEAR-I (Figure 30). By contrast, the floating potentials observed in the Plum 

Brook chamber, in the presence of plasma, were typically near 70 percent of the 

applied potential (Figure 31). To maintain confidence in the DynaPAC predic- 

tions for the space environment, we must identify the factors causing the 

Mockup test results to be considerably more negative. 
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7.1.   Plasma Differences 

The chamber plasma density was representative of space conditions, but was 

considerably warmer and had heavier ions (Table 6). We can identify three 

effects directly leading to a more negative floating potential: 

Table 6 

Plasma Density [rrr3] 
Plasma Temperature 
Ion Mass 

Chamber 
lOiO-ioii 

leV 
40amu 

Space 

(comparable) 
0.1 eV 
16amu 

(a) The increased ion mass directly reduces incident ion current (by a factor of 

1.6), so that the model must go more negative to increase ion current and 

decrease electron current to meet the floating condition. 

(b) The increased ion mass also reduces the velocity of ions striking the rocket 

surface, resulting in lower secondary electron emission. 

(c) The increased temperature results in higher current density. Since space 

charge density (at a given potential) is proportional to current density 

times the square root of mass, the space charge is increased (relative to 

space) by the square root of the temperature (a factor of 3). This reduces 

the size of the ion sheath. The smaller ion sheath directly reduces the ion 

current. Even more important, the smaller ion sheath is less effective at 

blocking electron flow into the sphere sheath. Both effects lead to a more 
negative floating potential. 

Table 7 shows four DynaPAC calculations performed with only the plasma 
conditions changed relative to space. 
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Table 7. 

Sphere 

Voltage 

Body 

Voltage 

Density Sheath 

Radius 
Current for B 

Body      Boom    Normal 

Ion 

Current 

400 -800 1 x 1011 0.7 6.8 1.9 6.0 0.9 

2000 -4000 1 x 1011 1.0 5.7 3.4 3.4 3.9 

400 -800 1 x 1011 0.8 0.40 0.21 0.35 0.3 

1500 -4500 1 x 1011 0.5 0.0 0.0 0.0 0.85 

In the first three cases, the results indicate that an assumed floating potential of 

two-thirds negative is plausible, and this is reasonably close to the chamber 

results and considerably more negative than the space results. For the fourth case 

(which was experimentally nearly 80 percent negative), the calculation indicates 

a floating fraction considerably less than the assumed 75 percent. For this case 

(but not the other three), the ion sheath (Figure 32) is extremely large and totally 

chokes off the electron sheath. 
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Figure 32. 
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7.2    Chamber Size Effects 

The key to the fourth case listed above is that the ion sheath exceeds the size of 
the chamber. The metal chamber walls serve to confine the ion sheath so that it 
does not choke off the electron sheath. Figure 33(a and b) shows two 

NASCAP/LEO sheath calculations for potentials comparable to the fourth case 
above. With the chamber wall removed (b) the ion sheath engulfs the electron 
sheath. When the ion sheath is constrained by chamber walls (a) there is ample 
path for collection of electrons. This means that a more negative (relative to 

space) floating potential is needed to suppress electron collection by the sphere. 
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Figure 33. 
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7.3 Ionization Effects 

At the vacuum level achieved in the Mockup tests (2 x 10'5 torr) ionization in the 
electron sheath can cause considerable increase in the sheath size. One- 

dimensional (radial) calculations show that, for parameters characteristic of the 
tests and realistic ionization cross-sections, ionization can roughly double the 
sheath radius, even if the ionization-enhancing effect of a magnetic field is 
neglected. The calculations indicate that the effect would be negligible if the 
neutral density were a factor of four lower. This ionization effect provides yet 
another factor making the Mockup floating potential more negative. 

7.4 Sheath Breakdown 

Prior to installation of the "Disruptor Plate" the sphere sheath invariably broke 
down when high voltage was lied under plasma conditions. A DynaPAC 
simulation was performed to simulate the time development of the breakdown. 
In the simulation, a 1200 volt bias was lied to the sphere at time zero, leading to 
a body potential (as in vacuum) of -80 volts. The potential then developed in 
accordance with collection from a plasma with density 1 x 1010 m-3. The body 
collected ions in the usual way. The sphere (and boom) collected (a) electrons 
tracked inward (in the presence of a 0.55 gauss magnetic field) from the sphere 
sheath, and (b) electrons created by ionization within the sheath (collected 
instantly). The space charge in the sphere sheath consisted of the tracked 
electrons and the slowly outward moving ions created within the sheath. 

Figure 34 shows the time development of the body potential, which increased 
roughly linearly in time to nearly -800 volts at 80 microseconds. Figure 35 shows 
the time development (plotted as a function of body potential) of the components 
of current to the rocket. The sheath electron current decreases roughly linearly as 
the rocket goes negative, decreasing the sphere potential. However, the rate of 
ion production increases nonlinearly after an initial drop. This is because the 
sphere sheath, which was initially fairly compact (Figure 36a) due to screening 
by the circulating electrons (Figure 37), is swelled by the presence of slow ions 
(Figure 36b). 
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Figure 37. 

While there is much to criticize about the way this calculation was done, we feel 

that it provides good insight into the breakdown invariably observed in the 

chamber. The breakdown mechanism is swelling of the sphere sheath due to 

ionization of the ambient neutrals by accelerated plasma electrons. If the 

chamber vacuum were an order of magnitude better, these breakdowns would 
not have taken place. 

7.5    Breakdown Quenching by the Disruptor Plate 

The artifice which brought success to the Mockup tests was placing a grounded 

"Disruptor Plate" in the path of the circulating electrons. The rationale was that 

electrons would no longer make many E x B orbits, reducing the rate of ion 
production. 

We performed DynaPAC and NASCAP/LEO calculations, with and without the 

disruptor plate, to examine the mechanism of discharge suppression. We were 

led to the conclusion that the proposed mechanism was not valid because: 
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(a) Few electrons made multiple E x B orbits in any case; 

(b) Many electron orbits missed the disruptor plate; 

(c) By Gauss's law, the total sheath electron charge could not be much affected 
by interruption of the E x B orbits; 

(d) Calculations showed that the initial rate of ion production was not 
significantly affected by the presence of the disruptor plate. 

We then proposed that the primary mechanism of discharge quenching by the 
disruptor plate was purely electrostatic. The plate provided a ground plane near 
the outer edge of the sheath, which prevented the sheath from swelling, as the 
ions would be neutralized by image charges on the disruptor plate. Calculations 
indicated that the disruptor plate reduced the effective charge of ions by about 

two-thirds. 

We also noted that vacuum conditions were apparently better during the test 
series with the plate, as evidenced by improvement in the vacuum breakdown 
behavior of the body sheath (which cannot be attributed to the plate's presence). 

We concluded that the supression of sphere breakdown was due primarily to the 
electrostatic effect of the plate in preventing the sheath from swelling, 
secondarily to improvement in vacuum conditions, and only in a minor way to 
perturbation of electron orbits by the plate. 
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8.   Statistical Analysis of CHAWS Flight Data 

The purpose of the CHAWS experiment is to determine the current to a high 

potential object in the wake of another object. The collected current depends on 

the geometry of the two objects, the distribution of potentials on the two objects, 

the plasma environment, the orientation of the objects with respect to any motion 

of the plasma, and the presence and direction of sunlight. Our hope is that an 

examination of the role of each of these parameters in the WSF/CHAWS system 

will provide insight into the role of these parameters in other systems. 

8.1   Relevant Parameters 

First, we consider how many of the above parameters are directly measured and 

how the rest are related to directly measured quantities. 

The geometry of the CHAWS system is fixed and known. 

The distribution of potentials depends on the applied bias, the floating potential 

of WSF, and the magnitude of v x B • L at each location referenced to WSF. The 

applied bias is directly measured. The floating potential at the location of the 

CHAWS ram side detector along with the plasma environment and the WSF 

orientation determine the distribution of counts in energy in the ram side 

detectors. The energy at which half of the incoming particles are rejected can be 

used as an estimate of the floating potential. The floating potential is determined 

by v x B • L referenced to the shuttle, the plasma environment, the presence and 

direction of sunlight, the applied bias, and the attitude of WSF and the shuttle. 

The most important parameter in determining the floating potential is v x B • L 

referenced to the shuttle. This quantity is computed from the known shuttle 

velocity, the measured magnetic field, and the vector distance from WSF to the 

engine bells. While other surfaces may contribute to current collection, it is 

assumed that the one value adequately estimates the average. Variations in 

v x B • L across WSF are small enough that they can be ignored. 

The plasma environment consists of several flowing low-temperature ionic 

components, low temperature electrons, possible high energy contributions at 

the highest magnetic latitudes, and ions created in the shuttle environment. No 
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obvious auroral events were observed. It would be desirable to have separate 
measurements of the ionospheric 0+, ionospheric H+, and shuttle generated 
plasma components. At present, the only parameter available from the ram side 
detectors is the overall plasma density. 

The orientation of the system components with respect to the ram direction is 
known. The most important quantity is the tilt of WSF with respect to the ram 
direction. This is the angle about the axis through the center of WSF 
perpendicular to the axis that passes through CHAWS. During one period, the 
wag (the angle about the axis through the center of WSF that passes through 
CHAWS) becomes significant. Note that the shuttle orientation plays a role in the 
determination of v x B • L. We ignore other orientational information as less 
important. 

When the CHAWS probe is sunlit and negatively biased, an electron 
photocurrent on the order of microamperes is generated. For present purposes, 
we use the sun-WSF angle and eclipse times to estimate the influence of 
photocurrent. 

8.2  Parameters Available From Models 

We use the EPSAT computer code to reinforce our confidence in measured 
quantities and to estimate quantities that are not measured or difficult to 
determine from the flight data. Figure 38 compares the spacecraft location as 
measured and as determined by EPSAT's orbit generator. The orbit param- eters 
used are given in Table 8. The model orbit adequately follows the actual orbit. 
Figures 38 through 41 show the ionospheric plasma environment as computed 
by EPSAT using the IRI-90 model extended to higher altitudes. Figure 42 
compares the model plasma density with the measured plasma density. 
Figure 42 shows the spacecraft geomagnetic attitude. Auroral charging is 
expected only above 65° geomagnetic latitude. 
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Figure 38.   (a) Spacecraft location as measured and as deter- 
mined by EPSAT's orbit generator. 
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Figure 38.   (b) Spacecraft location as measured and as deter- 
mined by EPSAT's orbit generator. 
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Figure 38. (c) Spacecraft location as measured and as deter- 
mined by EPSAT's orbit generator. 

Table 8. Model Orbit Parameters 

Flight 1 Free Flight Flight 2 

Effective Time 1994, Day 39 
04:03:10 

1995, Day 
256 

10:28:25 

1995, Day 
258 

06:00:37 

Apogee 360 409 352 

Perigee 345 401 342 

Inclination 56.99 28.47 28.47 

Mean Anomaly 217.28 63.52 217.08 

Right Ascension 195.16 2.5 349.51 

Argument of Perigee 275.40 295.51 281.36 
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Figure 39.   (a)Ionospheric plasma environment. Densities of the two major 
constituents as computed by EPSAT from the IRI-90 model. 
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Figure 39. (b)Ionospheric plasma environment. Densities of the two major 
constituents as computed by EPSAT from the IRI-90 model. 
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Figure 39.   (c) Ionospheric plasma environment. Densities of the two major 
constituents as computed by EPSAT from the IRI-90 model. 
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Figure 40.   (a) Ionospheric plasma environment. Component temperatures as 
computed by EPSAT from the IRI-90 model. 
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Figure 40.   (b) Ionospheric plasma environment. Component temperatures as 
computed by EPSAT from the IRI-90 model. 
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Figure 40.   (c) Ionospheric plasma environment. Component temperatures as 
computed by EPSAT from the IRI-90 model. 

59 



 EPSAT Density 

n Densirv 

57000 59000 61000      63000      65000      67000 

GMT on day 39 of 1994 (sec) 
69000 

Figure 41.     (a) Ionospheric plasma environment. Density as determined from 
the IRI model with the ram density as measured by the ram side 
CHAWS detectors. 
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Figure 41. (b) Ionospheric plasma environment. Density as determined from the 
IRI model with the ram density as measured by the ram side CHAWS 
detectors. 
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Figure 41.   (c) Ionospheric plasma environment. Density as determined from the 
IRI model with the ram density as measured by the ram side 
CHAWS detectors. 
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Figure 42.   (a) Geomagnetic latitude and longitude of the shuttle. Auroral 
currents are most likely at the highest geomagnetic latitudes. 
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Figure 42.   (b) Geomagnetic latitude and longitude of the shuttle. Auroral 
currents are most likely at the highest geomagnetic latitudes. 
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Figure 42.   (c) Geomagnetic latitude and longitude of the shuttle. Auroral 
currents are most likely at the highest geomagnetic latitudes. 

8.3. Measured Quantities 

We used the chunks program to determine a number of quantities for the time 
period of interest. We show data for four different time periods. The first time 
period is Day 39 of 1994 from 57300 s to 70000 s GMT, dedicated CHAWS time 
during Flight 1. The second time period is Day 256 of 1995 from 69200 s to 72600 
s GMT, during free flight. The third time period is Day 257 from 25000 s to 28200 
s GMT, during free flight. The second and third time periods are shown together. 
The fourth time period is Day 258 from 29000 s to 41000 s GMT, dedicated 
CHAWS time during Flight 2. 

The data extracted from the databases is shown in Figures 43 through 50. This 
includes some not used in the following analysis. The process used to extract this 
information is described in the Appendix. 
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Figure 43.   Obiter attitude was used to control the attitude of WSF. Note that 
the pitch over maneuver from 63000 s to 63500 s during the first 
flight changed the WSF floating potential by about 4 V. The 
maneuver at 32000 s during the second flight placed the wake side 
probe in the ram. The maneuver at 37000 s placed the WSF in the 
wake of the shuttle. The RMS arm was used to move WSF into the 
ram flow for measurements taken after 40000 s. 
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(c) The ram angle is the unsigned angle between the ram direction 
and the normal to the WSF disk. The tilt is the primary indicator of 
how much the probe is tilted into the ram flow. Non-zero wag values 
indicate an increase of exposure to the ram flow. Even at the largest 
excursions of 10 degrees, this is a secondary effect as indicated by the 
fact that the ram angle and the absolute value of the tilt closely track. 
During the free flight period the WSF orientation was nearly 
constant. 
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Figure 45. (a) The sun angle. 
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Figure 45. (b) The sun angle. 
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Figure 45. (c)The sun angle. 
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Figure 46.   The value of v x B • L varies by 16 V during the measurement periods. 
When v x B • L is positive, we expect the engine bells to remain grounded 
and the disk to be negative with respect to the plasma. When v x B • L is 
negative, we expect WSF to remain within a volt of plasma ground and 
the shuttle to be negative with respect to the plasma. 
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Figure 47.   (e) The potential at which one-half of the incident ram ions are 
repelled is an indication of the disk potential at the location of the 
CHAWS ram side detectors. The energy determined from the 
inboard (ram_hp_eng67) and outboard (ram_hp_eng01) detectors is 
different from that determined from the center (ram_hp_eng2345) 
detectors, due to orientation effects. The half-point energy roughly 
follows v x B• L. The peak in v xB» L at about 61000 s is matched 
by a comparable rise in the ram half-point energy, while the energy 
measurement is only modestly affected by the strong dip in v xB» L 
at 63000 s. The rise in v x B« L from 0 to 5 volts following 67000 s is 
well matched by a rise in ram half-point energy from about 3 to 8 
volts. The variation during free flight may reflect small variations in 
the potential across the disk or, more likely, is related to how 
variation in orientation changes the measurement. The variation 
during the third time period does not track v xB» L as well. The two 
figures for each time period use different vertical axis scales. The full 
scale figure is included to illustrate the difficulty of interpreting this 
measurement. 
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Figure 48.   (c) Density as measured by the ram side detectors. For the following 
calculations, the density calculated from the detector most nearly 
aligned with the ram direction is used. (Figure 41 shows this 
density.) 
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Figure 49. (a) Applied potential. 
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Figure 49. (b) Applied potential. 

75 



10000 

a 
■o 
G> 

Q. 
Q. < 

100 

28000      30000 32000      34000       36000 

GMT on day 258 of 1995 (sec) 
38000      40000 

Figure 49. (c) Applied potential. 
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Figure 50. (b) 

77 



l.OOE-02  r 

1.00E-03 

1 OOE-03 

30000 32000 34000 36000 

GMT on day 258 of 1995 (sec) 
38000 

Figure 50.   (c) Collected current. The currents are determined by CHUNKS 
using a stencil. For each step, current measurements made by the 
appropriate channels are averaged. Measurements are included only 
if there are more than six consecutive good frames where a good 
frame is one with two or more steps with the voltage over 2.5 V and 
the voltage is increasing from step to step. 

8.4   Derived Parameters 

While the potential at which one-half of the incident ram ions are repelled is an 

indication of the disk potential at the location of the CHAWS ram side detectors, 

this quantity shows a great deal of scatter. The value of v x B • L may be a better 

estimate. Figure 51 shows the relationship between these quantities. Positive 

values of v x B • L show a larger amount of scatter in half-point energy. The 

function 

'3.5 + 0.075 vxB.L   if   vxB-L<l 

2.575 +vxB»L      if   vxB«L>l I 

estimates the half-point energy. 
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Figure 51.   Potential at which one-half of the incident ram ions are repelled as a 
function of v x B • L as determined from the inboard (ram_hp_eng67), 
outboard (ram_hp_eng01), and center (ram_hp_eng2345) detectors. 
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8.5. Current Measurements 

To gain a sense of the importance of each of the parameters, Figures 52 through 

55 show the collected current as a function of the applied bias, plasma density, 

tilt, v x B • L, and for the low potential measurements, sun-disk angle. 40 V is the 

dividing line between high and low potential measure- ments. From these 

figures, it is clear that the applied bias is the most important parameter. The 

potential measurements show a slight increase in current with plasma density. 

Dependence on tilt and v x B • L are much smaller. 
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Figure 52. (a) 
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Figure 52.   (c) Collected current as a function of applied bias. The measure- 
ments for day 258 fall into three groups. The top set were taken while 
the probe was in the ram flow. The bottom set were taken while WSF 
was in the wake of the shuttle. 

81 



001   r- 

Day39of 1994 

iofco 10000 1000000 10000000 100000000        1000CO0000 

0 001 

o ooooo- 

0 0000001 

0 OOOOOC01   i- 

0 001 

0 00001 

0 0000001 

0 00030001   i 

Density (cm^) 

Figure 53. (a) 

Days 256 and 257 of 1995 

Density (cm^-3) 

Figure 53. (b) 

82 



Day 258 of 1995 

10D0 10000 100000 1000000 10000000 100000000       10000:00000 

0.001 

0.0001 

g 0.00001 

3 
Ü 

0.000001 

0.0000001 -j 

0.00000001 

0.01    T  
10J)0 

0.001 -i 

< 
g 0.00001  H 

o 

0.000001  i 

0.0000001   i 

0.00000001 

 ■» ♦"■»■■»  

Density (cmA-3) 

Figure 53. (c) 

Day 39 of 1994 

10000 100000 1000000 10000000 100000000       1000000000 

i: 

Density (cm'^3) 

Figure 53. (d) 

83 



Days 256 and 257 of 1995 

0 01 
10P°       10000      100000      1000000    10000000    100000000   1000CB0O00 

o 

0 001 

0.0001 

o-ooooi 

O.00C001 

0 0000001 ; 

0 00000001 

10p0       10000      100000      1000000    10000000    100000000   1O00CB000O 

0 0001 

0 OC000001 

ft 

o 
©        * 

Density (cm^3) 

Figure 53. (e) 

Day 258 of 1995 

Density (cm'^3) 

Figure 53. (0 Collected current as a function of plasma density for (a) low (under 
40 V) and (b) high (over 40 V) potential measurements. 
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Figure 54.     (f) Collected current as a function of tilt for (a) low (under 40 V) and (b) 
high (over 40 V) potential measurements. Measurements for free flight 
are not shown as the orientation does not vary significantly. Note that 
the range of tilt values is different for each time period. 
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Figure 55.   (d) Collected current as a function of v x B • L for (a) low (under 40 V) 
and (b) high (over 40 V) potential measurements. Free flight mea- 
surements are not shown because shuttle orientation is not relevant. 
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A sunlit probe has more current than a dark one due to photoemission and the 

fact that plasma density is higher during the day. When the sun-disk angle is 90°, 

the sun is incident on the edge of the disk and the probe is fully illuminated. 

When the sun-disk angle is greater than 90°, the sun is illuminating the back of 

the disk. When the probe is fully illuminated the photocurrent appears to be 

approximately 1 uA. Since the distance from the probe to the edge of the disk is 

approximately equal to the length of the probe, the probe is entirely shadowed 

by the disk for a sun-disk angle of under 45° for any orientation. There is some 

angle between 45° and 90° at which just the tip of the probe is illuminated. This 

angle depends on the orbit and the disk orientation. It appears to be near 7T for 

the first flight and does not show clearly for the second flight. Figure 57 shows a 

model of the shuttle from the viewpoint of the sun as the tip of the probe comes 

into view. Between 77° and 90°, we approximate the photocurrent by linear 

interpolation between 0 and 1 uA. 
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Figure 56. (a) 
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Days 256 and 257 of 1995 
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Figure 56.   (c) Collected current as a function of sun-disk angle for low potential 
(under 40 V) measurements. An angle of zero indicates eclipse. The solid 
line is the photocurrent estimate. There are measurements with even 
higher currents than shown during day 258. 
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Figure 57.   View of the shuttle and WSF from the point of view of the sun when 
the tip of the CHAWS probe comes into view. 

The strong dependence on applied bias seen in Figure 52 suggests an 

examination of how current measurements vary for a few specific applied bias 

values might be useful. Figures 58 and 59 show how the current varies over 

times and with density for some specific bias values for the first flight. The 

highest current values occur with full sun. Figures 59 and 60 compare the 

CHAWS current with the atomic oxygen plasma thermal current to an unbiased 

probe for a plasma with the specified density and a 0.1 eV temperature for the 

first flight and during free flight. That this plasma thermal current is similar in 

magnitude to the measured current suggests that the density in the wake region 

is not significantly below the ambient plasma. That this occurs during free flight 

means that the shuttle environment is not entirely responsible for the wake 
densitv. 
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Figure 58. Collected current for specific applied bias values. 
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temperature. The bottom figure shows the same data points with the 
estimated photoemission subtracted. 
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Figure 60.   Collected current as a function of plasma density for a few specified bias 
values during free flight. The measured current is compared with the 
atomic oxygen plasma thermal current to an unbiased probe for a plasma 
with the specified density and a 0.1 eV temperature. 

8.6  Fitting 

The data was divided into three sets: low potential (10 V to 40 V), high potential 

(over 40 V), and large tilt (absolute value of tilt greater than 40°). The 
independent variables used are applied bias, density, tilt, f(v x B • L), and 

g(eclipse, sun-ram angle) where 
0.075 x     if   x < 1 

£(x) = - 

and 

x-0.925   if   x>l 

g(eclipse,9sr) = 

0, 

0, 

(esr 
1, 

■77)/l3, 

eclipse = true 

%x<77 

77 > Gsr > 90 

esr>90 

Values of f(v x B • L) vary from -0.7 to 5.2. 
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For the first flight and second flight day 258 data under 40 V, we did a least 
square linear fit to a function of the form 

ln(l - g(eclipse,sun ram angle) • luA) = a + b • ln(<t>) + c • ln(n) + d • tilt + e • f(v x B• L) 

For the rest of the data we used 

ln(I) = a + b • ln(<}>) + c • ln(n) + d • tilt + e • f(v x B • L). 

The terms can rearranged to write the current as 

I = exp(a) <t)b ncexp(d ■ tilt)exp(e ■ f(v x B • L)) + g(eclipse/Sun ram angle)• luA. 

This form was chosen because it accounts for photoemission, uses power laws to 

fit the primary variables, and varies slightly above and below the null values for 
variations in tilt and f(v x B • L). Also we know that 

exp(x) = l + x,forx<0.5 

Table 9 shows the values of the coefficients for the fit of the high voltage data 

(over 40 V) when all the variables are used and when some coefficients are set to 
zero. Some points to be noted are as follows: 

(1) The current shows no significant dependence on the disk potential as 
represented by f(v x B • L). 

(2) The sign of the tilt dependence is consistent with an increased current when 

the probe is closer to the ram flow. The tilt change during free flight is so 

small that any dependence on this value is not physically relevant. 

(3) The voltage exponent is near 1.4, suggesting orbit-limited collection of 

whatever plasma is in the vicinity of the probe with an enhancement due to 
secondary emission. 

(4) The density exponent varies from 0.22 to 0.50. This could be due to accidental 

correlations or differences in the experiment. 

(5) The coefficient of determination compares estimated and actual values and 

ranges from 0 to 1, where 1 indicates a perfect correlation. In these cases, the 
fit is good. 
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Table 9. Fit to Data over 40 V. 

Parameter Fit 1 Fit 2 Fit 3 

Day 39 of 1994 

b Potential 1.60 (0.02) 1.40 (0.02) 1.38 (0.01) 

c Density 0.50 (0.02) 0.50 (0.01) 0.49 (0.01) 

d Tilt 0 -0.025 (0.001) -0.026 (0.001) 

e vxB«L 0 0.06 (0.02) 0 

i\ 0.961 0.985 0.985 

Days 256 and 257 of 1995 

b Potential 1.32 (0.01) 1.35 (0.01) 1.36 (0.01) 

c Density 0.25 (0.04) 0.29 (0.04) 0.22 (0.04) 

d Tilt 0 0.018 (0.005) 0.22 (0.005) 

e vxB»L 0 -2.3 (0.5) 0 

il 0.976 0.978 0.977 

Day 258 of 1995 

b Potential 1.44 (0.01) 1.45 (0.01) 1.45 (0.01) 

c Density 0.30 (0.03) 0.29 (0.03) 0.27 (0.02) 

d Tilt 0 -0.008 (0.002) -0.009 (0.001) 

e vxB»L 0 0.01 (0.01) 0 

T] 0.957 0.960 0.959 

(r) is the the coefficient of determination.) 
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Table 10 shows similar fits to the low voltage data (10 V to 40 V): 

(1) The "coefficient of determination" is lower, indicating that other factors 

contribute significantly to the current. 

(2) The voltage exponent is near 6/7, suggesting space-charge-limited collection 

of whatever plasma is in the vicinity of the probe. If the density in the wake is 

proportional to the ram density, this is consistent with the approximate 

square dependence seen on the ram density. The dependence on density is 

lower during the free fly period. As the density did not vary much during 

this period, the fitting coefficient is not accurate. 

(3) The tilt dependence appears to be much weaker than in the high voltage case. 

The inclusion of tilt does not improve the fit. In some cases, the sign of the tilt 

dependence is consistent with an increased current when the probe is closer 

to the ram flow. Tilt is not a dominant variable, perhaps because the sheath 

remains entirely within the wake. 

(4) The dependence on f(v x B • L) is larger than for the higher potential 

measurements. This indicates that the disk potential is more important at 

lower biases. The sign of the coefficient is such that when the disk is negative, 

(positive f) the current increases. The value for the free flight period is 

indicative of an accidental correlation as the distance between the RMS arm 

and the shuttle engines is not relevant for free flight. Assigning the 

magnetically-induced potential to an increase in the effective probe potential 

accounts for only a quarter to a half of the observed effect. We conjecture that 

the bulk of the effect is due to an attraction of ions into the probe region by 
the negative induced potential on the disk. 
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Table 10. Fit to Data from 10 to 40 V. 

Parameter Fitl Fit 2 Fit 3 Fit 4 

Day 39 of 1994 

b Potential 0.82 (0.08) 0.83 (0.07) 0.85 (0.08) 0.82 (0.07) 

c Density 0.63 (0.03) 0.59 (0.03) 0.59 (0.03) 0.61 (0.02) 

d Tilt 0 -0.004 (0.002) -0.0086 (0.002) 0 

e vxB«L 0 0.14 (0.02) 0.15 (0.02) 

*1 0.627 0.69 0.646 0.682 

Days 256 and 257 of 1995 

b Potential 0.85 (0.06) 0.83 (0.05) 0.85 (0.05) 

c Density 0.18 (0.04) 0.22 (0.03) 0.17 (0.03) 

d Tilt 0 0.045 (0.005) 0.045 (0.005) 

e vxB«L 0 -0.11 (0.03) 

n 0.524 0.672 0.641 

Day 258 of 1995 

b Potential 0.89 (0.08) 0.90 (0.08) 0.89 (0.08) 0.90 (0.08) 

c Density 0.47 (0.04) 0.54 (0.06) 0.46 (0.05) 0.51 (0.05) 

d Tilt 0 -0.005 (0.007) 0.001 (0.007) 0 

e vxB»L 0 0.080 (0.02) 0 0.08 (0.02) 

n 0.438 0.458 0.438 0.457 

(r| is the the coefficient of determination.) 
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8.7  Comparison with Calculation 

For space charge limited collection and simple geometries 

I -< n x function 
(^ 

Vn     J 

where function(x) varies from x1 for one-dimensional systems to x8'7 for three- 

dimensional systems. Orbit limited collection depends on density and potential 
as 

The signature of space charge limited collection in three dimensions is a density 

exponent of 3/7, which is close to the density dependence of the high voltage 

measurements. This is consistent with the preflight DynaPAC and POLAR 

calculations, which showed space charge to be important at high potentials, and 

that the current scaled approximately as three-dimensional space charge limited 

collection. The calculations showed a nearly linear voltage dependence at high 

potentials, above the 6/7 power expected for pure space charge limited 

collection. If we assume an approximate square root dependence of the 

secondary emission on the potential, the high potential flight measurements are 

consistent with the preflight calculations. 

The preflight calculations with an oxygen plasma show a potential threshold. If 

10 percent of the plasma is hydrogen, the threshold disappears. The size of the 

currents at low biases suggests that the shuttle plasma includes a large 

component of slow moving ions. The low potential measurements have potential 

and density dependencies in between space charge limited and orbit limited. 

Since the currents at the lowest bias values are below the theoretical plasma 

thermal current to the probe with no bias, the wake plasma must have a lower 
density than the ram plasma. 

The preflight DynaPAC and POLAR calculations showed a threshold for ram 

oxygen collection at about 100 volts of negative bias. In the flight data, current 

was collected with only a few tens of volts. This might be due to either hydrogen 

or slow-moving spacecraft generated ions. Figure 59 shows that for the lowest 

(10 V) bias the collected current is consistently about one order of magnitude 
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below what would be collected by a stationary unbiased probe in the measured 

ambient plasma. Assuming orbit-limited collection, this implies a plasma density 

in the probe region about three orders of magnitude below ambient. Such a 

density is far higher than the theoretical values in a spacecraft wake, but may 

well be consistent with a plasma due to thrusters, outgassing, and other 

contamination sources. 

8.8  Probe in Ram Measurements 

Three sets of measurements were made with the wake side probe exposed to the 

ram flow on day 258 of 1995. We consider all measurements in which the 

absolute value of the tilt is above 40 degrees to be ram measurements. The 

measurements are shown in Figure 61. The first set were made at about 62300 s. 

The shuttle was rolled about its long axis with WSF above the bay and its edge 

toward the shuttle. During this period, the plasma density probably varied from 

about 105 to 106 cm"3. The second set were made at about 33500 s. At this time the 

disk was at a tilt of 41 and 42 degrees. The plasma density was near 106 cm"3. The 

third set were taken while the wake side of WSF was exposed directly to ram at 

the end of the measurement period. The IRI model gives a plasma density of 

about 2 x 105 for this period. 

Day 258 of 1995 

!   A  Measurement 
I fit to ram data set 1 
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o 

0.000001 A 

0.0000001 

0.00000001 

Bias (V) 

Figure 61.   Current as a function of applied bias for measurements in which the 
absolute value of the tilt is above 40 degrees. (Probe in ram flow.) 
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If we fit the three sets of ram facing measurements to the function 

I = a<))b 

we get the coefficients shown in Table 11. The resulting curves are plotted in 

Table 11. Fits to Ram Facing Data 

Figure 61. 

32300 s 33500 s 40500 s 

afor<J)<40V 2.1335E-06 5.6646E-07 6.9142E-06 

bfor<t><40V 0.62680257 0.76995794 0.50244858 

afor<t>>40V 1.4772E-06 1.3479E-07 3.8995E-06 

b for 4> > 40 V 0.75482842 1.14960772 0.68816357 

Prior to the first flight of CHAWS, Dr. David Cooke of Phillips Laboratory used 

the POLAR code to compute the current collected by an isolated probe of the size 

and shape of the CHAWS probe in a 1011 m"3, 0.1 eV, mach 7.1 atomic oxygen 

plasma. The results of these calculations are shown in Figure 61 for comparison. 

The calculations show a current of approximately the same magnitude, but a 
different slope than the flight results. 

8.9. WSF in Shuttle Wake 

A set of measurements were made while WSF was in the wake of the shuttle. For 

this rime period IRI gives the plasma density as near 105 m"2. These measure- 

ments are shown in Figure 62. The currents are lower than in any other 

measurements. Table 12 shows coefficients for a fit to these measurements using 

the same functional form as for the ram facing measurements. This fit is also 

plotted in Figure 62. We also did a single calculation at 2000 V using DynaPAC 

for a plasma density of 1010 m"3 and this geometry. The result of this calculation is 

also shown in Figure 62. The measured current is much higher than the 

calculated current indicating that the actual density in the shuttle wake is much 

higher than the calculated density. As both hydrogen and species originating at 

the shuttle are present this is not surprising. 
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Figure 62. Current versus applied bias for WSF in shuttle wake. 

Table 12. Fits to WSF in Shuttle Wake Data 

a for <}>< 40 V 

b for <|>< 40 V 

a for <|> > 40 V 

b for 4 > 40 V 

1.7249E-09 

1.36100094 

1.6984E-09 

1.32637772 

8.10 Additional Material 

The following describes how chunks, a couple of short specialized FORTRAN 

programs and EXCEL 5.0 can be used to create this report. It is assumed that the 

reader is fortran and unix literate. 

Step 1 - Run Chunks 
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Documentation for chunks is available with the "official" version of this 

software. The following script and input files were used. 

rm inputs 
In inputs.39early inputs 
chunks > output.39early 
mv output_CHA_current current.39early 
rm inputs 
In inputs.39 inputs 
chunks > output.39 
mv output_CHA_current current.39 
rm inputs 
In inputs.256 inputs 
chunks > output.256 
mv output_CHA_current current.256 
rm inputs 
In inputs.257 inputs 
chunks > output.257 
mv output_CHA__current current.257 
rm inputs 
In inputs.258 inputs 
chunks > output.258 
mv output_CHA__current current.258 

Figure 63. Script used to run chunks. 
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start_date 
stop_date 

stdio_cas 
stdio_wsf 
stdio_chaws 
stdio_merge 
logical 

output_CAS 
output_CAS 
output_CAS 
output_CAS 
output_CAS 
output_CAS 
output_CAS 
output_CAS 

output_WSF 
output_WSF 
output_WSF 
output_WSF 
output_WSF 
output_WSF 
output_WSF 

39:03:30:00 
39:04:25:00 

1 
1 
1 
1 
0 

0 
1 
2 
3 
4 
5 
6 
7 

0 
1 
2 
3 
4 
5 
6 

output 
output 
output 
output 
output, 
output, 
output 

_CHA_frame 
_CHA_frame 
_CHA_franie 
_CHA_frame 
_CHA_franie 
_CHA_frame 
CHA frame 

0 
1 
2 
3 
4 
5 
6 

day: hr: min: sec 
day :hr: min: sec 

stdio_switch 
stdio_switch 
stdio_switch 
stdio_switch 
on/off 

on/off 
GMTjut 
Qrbiter.pitch 
Orbiter.yaw 
Orbiter.roll 
latitude 
longitude 
sun_angle 

on/off 
ram_angle 
xz_tilt 
xyjwag 
v>dD_dot_L 
solar_el 
solar_az 

on/off 
ram_hp_eng01 
ram_hp_eng2345 
ram_hp_eng67 
ram_inboard_dens 
ram_center_dens 
ram outboard dens 

outputj2HA_channel 

outputj2HA_current 

0 on/off 

1 on/off 

Figure 64. Standard input for chunks execution. 
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start_date 
stop_date 

start_date 
stop_date 

start_date 
stop_date 

start_date 
stop_date 

39:15:55:00 
39:19:50:00 

256:19:13:00 
256:20:10:00 

257:06:27:00 
257:07:50:00 

258:08:07:00 
258:11:20:00 

day: hr: min: sec 
day: hr: min: sec 

day: hr: min: sec 
day: hr: min: sec 

day: hr: min: sec 
day :hr: min: sec 

day :hr: min: sec 
day: hr: min: sec 

Figure 65. Modified dates used for other chunks executions. 

The stdio params control the print to standard output. The logical switch 

controls the column order of merged output. The output_CAS, output_WSF, and 

output_frame, output_CHA_channel commands control the generation of 
separate files of CAS, WSF, and single frame, and single channel data. The 

variables are GMT_ut, universal time in seconds constructed from the CAS data 
structure, Orbiter.pitch, Orbiter.yaw, Orbiter.roll (directly from the CAS data 
structure), latitude, longitude, (as computed by CHAPS), sun_angle, (negative 

value means eclipse) ram_angle, xz_tilt, xy_wag, vxb_dot_L, solar_el, solar_az, 

ram_hp_eng01, ram_hp_eng2345, ram_hp_eng67, (the last energy at which the 
ram mcp distribution falls to 0.5 times the count for 0 V based on the summed 

contributions from the indicated detectors) ram_inboard_dens, ram_center_dens, 
ram_outboard_dens (calibrated density for the ram side detectors using a mach 
value of 5). 

The output_CHA_current controls the printing of the additional file 

output_CHA_current. It contains currents extracted from within a CHAWS 7.5 

sec frame according to a fixed pattern. The pattern used is as follows. For step 1: 

volts is average of voltages 1 to 4; current is average of channels 60 to 68, for step 
2: volts is average of voltages 5 to 6; current is average of channels 108 to 116, for 
step 3: voltage 7; current is average of channels 132 to 140, for step 4: voltage 8; 
current is average of channels 148 to 156. The contents are CHAWS time = dav 
and total seconds (2 integers), langmuir voltage = lv or hv from stencil, 

depending on saturation (float), langmuir current = from stencil (float), langmuir 
sweep profile and status flag (2 integers), delta between stencil voltages (float), 
goodness flag: =1 if voltage > 2.5, =2 if also delta > 0.0 (integer), event and sweep 

counters (2 integers). The event counter tries to flag "interesting" events, the 
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event counter is incremented if there was a transition from goodness flag 0 to 2. 

It is printed until there is a departure from goodness = 2, then it shows 0. The 

sweep counter tries to flag good sweeps. Note that there are 4 steps per frame, 

and thus 4 goodness flags per frame. The sweep counter is incremented if there 

are more than 6 consecutive good , where a good frame is one with 2 or more 

steps having goodness flags that are = 2 

Step 2 - Filter Chunks Output 

The standard output files from Chunks include lines indicating that WSF data is 

missing. As these lines are of no use to us (at least here and now) we use grep to 
eliminate them. We use a short fortran program called process to pick out the 

clean measurements (event counter has a nonzero value) from the i-v curves. The 

script used to do this and the program process follow. Then by hand we 
removed lines in the out* files at the beginning and end that correspond to times 

not represented in the ave* files. This is not necessary. 

grep -v WSF output.39early > out.39early 
process < current.39early > averaged.39early 
grep -v WSF output.39 > out.39 
process < current.39 > averaged.39 
grep -v WSF output.256 > out.256 
process < current.256 > averaged.256 
grep -v WSF output.257 > out.257 
process < current.257 > averaged.257 
grep -v WSF output.258 > out.258 
process < current.258 > averaged.258  

Figure 66. Script used to prepare chunks output files for EXCEL. 

print 1100 
1100 format  ('  Time Potl Current') 

do 20 i=l,400000 
read *,  day,time,pot,cur,tl,t2,t3,t4,t5,t6 
if  (pot.gt.l..and.cur.gt.5.87e-9.and.t6.gt.O) 

Sc print 1200,   time,pot, cur 
1200 format  (Ix,gl5.7,gl3.5,lgl2.4) 
20 continue 
999 continue 

stop 
end 

Figure 67. Source code for program process. 

Step 3 - Transfer files to EXCEL. 
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APPENDIX A 

A copy of the SPEAR-2 Products Report follows: 
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CHAPTER 9 

THEORETICAL AND COMPUTER MODELING SUPPORT 
FOR SPEAR II 

M. J. Mandell, I. Katz, G. A. Jongeward, 
V. A. Davis, D. E. Parks 

S-CUBED Division, Maxwell Laboratories Inc., 
and D. L. Cooke, Phillips Laboratory 

9'l     S5XSi?PMENT AND APPLICATION OF PLASMA INTERACTION 
MODELS FOR REALISTIC HIGH-POWER SPACECRAFT 

9.1.1   Introduction 

Recognizing that an understanding of the ambient plasma interactions with hi*h- 
cä?Ag^T?ulseApower systems was essential for the development, testing and flight*of 
SPEAR H, and for extending the SPEAR II technology to other systems and environments 
two existing S-Cubed plasma simulation codes, NASCAP/LEO and Gilbert were 
extensively utilized during the SPEAR II program. In addition, since there were 
requirements for simulations which were both dynamic and fully three-dimensional which 
could not be done with these codes, the SPEAR II program contributed to the development 
of the DynaPAC (Dynamic Plasma Analysis Code) code [ 1]. 

MACA/rNASC
n
AP/LE?Js a ^ree-dimensional computer code developed by the 

NASA/Lewis Research Center [2] for the study of high-voltage plasma interactions and the 
design of high-voltage systems in LEO. It has been successfully applied to numerous 
laboratory and spaceflight experiments [3-9]- NASCAP/LEO was successfully used to 
predict plasma currents and floating potentials for SPEAR I, whose geometry, while truly 
three-dimensional, was relatively simple. The SPEAR II mock-up and chamber tests 
showed, for the first time, that NASCAP/LEO could predict sheath plasma currents for a 
complicated geometry. 

™H0 A 
Gi!berVs a general-purpose, two-dimensional, plasma and electrostatic analysis 

code developed internally by S-Cubed. The Gilbert calculations performed for the SPEAR 
11 program provided important quantitative assessments of the validity of space plasma 
simulations using kboratory chambers. Experiments showed that the computational 
techniques used m Gilbert were accurate enough to be used in the design of independent 
components for space-based power systems. Pending development of a 3-D dynamic 
code transient-to-equilibrium current scaling relations developed using Gilbert were 
coupled with NASCAP/LEO sheath calculations in the "equilibrium" and "frozen-Ton" 
SPEARnaTloadmake SUCCeSSful Pretest estimates of enhanced transient currents to the 

;nH„H0cDinaPA? iS \ ?Jiy rt^ee-dimensional, dynamic plasma interaction code which 
includes, through models developed and validated as a part of the SPEAR program, much 
of tiie knowledge of plasma physics and system/plasma interactions gained during the 
J^T^f^' 7** COde all0ws ^ SPEAR n laboratory data to be extended to orbital plasma conditions for systems usmg different geometries. 
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9.1.2   Prior State-of-the-Art 

The SPEAR I laboratory and flight experiments, along with three-dimensional 
computer modeling, demonstrated the capability to predict steady state interactions between 
geometrically simple high-voltage spacecraft and the space plasma. However, the ability to 
make calculations for spacecraft which are truly geometrically complex had not been 
demonstrated. In addition, neither the time-dependent response of the space plasma to the 
high fields and voltages associated with pulsed power systems like SPEAR II nor the 
associated dynamic spacecraft charging had been fully investigated. Processes not 
adequately modeled include: formation of the space charge sheath, current flow in the 
quasi-neutral pre-sheath, breakdown phenomena, plasma kinetics, ionization processes 
and the effect of dynamic processes on spacecraft charging. 

These inadequacies became apparent in trying to make plasma interaction 
predictions for the SPEAR II high-voltage system. Equilibrium sheath calculations (e » 
using NASCAP/LEO) gave very different results from sheath calculations using short time 
approximations. Therefore the plasma currents to the high-voltaee components could not 
be calculated with confidence. Existing Particle In Cell (PIC) codes had neither the 
generalized geometry necessary for realistic systems nor the sophisticated algorithms 
required to make simulations of the SPEAR II payload possible in a reasonable amount of 
computer time. Two dimensional dynamic codes, such as Gilbert, could give only a hint of 
the detailed information needed for the design of complex three-dimensional systems. 

9.1.3    Innovative  Concepts 

^ NASCAP/LEO was the first code to combine plasma sheath physics with fully 
CAD/CAM compatible, three-dimensional geometry. Thus, it was the first code with the 
ability to model a payload with the geometrical complexity of SPEAR EL 

A "frozen ion" capability was developed and incorporated into NASCAP/LEO in 
order to provide estimates of very early time plasma sheath currents. In the frozen ion 
approximation, the ume scales are assumed to be short enough that inertia prevents the ions 
from moving under the influence of the fields. This was a stop-gap method for calculating 
ume-dependent currents to the SPEAR II payload prior to the development of the DynaPAC 

TI
he

Kp
ilbert code uses 2rids created with commercial finite element programs (such 

as PATRAN [10]). This enables the use of grids with variable resolution in order to model 
processes in detail, where needed, while still modeling extended range interactions 
Higher-order finite elements with continuous electric fields and a third-order particle 
tracking algorithm are used in order to obtain the accuracy needed for time-dependent 
calculations. The code allows the appropriate plasma description to be chosen for the 
problem under consideration. Models based on particle tracking, analytic formulas and 
hybrid methods are available. The code is written with advanced programmint» and 
numerical techniques to take advantage of modern computational capabilities and to 
promote ease of use. ease of modification and data interchange with other codes. 

In order to model SPEAR laboratory experiments (described later in this chapter) 
an internal boundary condition to mimic the presence of a grid (made of ordinary window 
screen) was developed and incorporated into Gilbert. It was shown that the mean potential 
of the screen was related to the electric field discontinuity across the screen. 

The data from space simulation chamber tests of the SPEAR U payload revealed the 
importance of transient plasma phenomena to high-voltage power systems. A screen- 
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handler utility provides for interactive input file generation. DynaPAC's DataBase Manager 
is a programmer-friendly way of allocating, storing and retrieving large blocks of gridded 
or otherwise structured data. DynaPAC pioneers the use of higher order elements that 
produce strictly continuous electric fields and potentials. Arbitrarily nested grids 
accommodate simulations of complex systems with extended-range plasma interactions 
Graphical display is available using a variety of graphics interfaces, including the 
X-Windows protocol, which allows display from a remote host. 

9.1.4   Description of Code 

ri^\A^^PS^in^-<h\NA^A¥/LEO Steady State PIasma Sheath Code. NASCAP/LEO [2,4] is a three-dimensional, finite-element code based on a cubic 
grid structure. For NASCAP/LEO, a spacecraft is defined as a boundary surface element 
representation using any standard finite element preprocessor. NASCAP/LEO places the 
spacecraft within a cubical grid structure, and geometrical descriptions and coupling 
matrices are constructed for cubic zones containing the object surfaces. Local subdivision 
ol the basic grid is used to resolve critical regions, and nested outer grids are used to 
include a large volume of space. 

TT , NASCAP/LEO was used to calculate the plasma current distributions to the SPEAR 
U payload. Such calculations are based on the concept that a high-voltage object in a dense 
plasma forms a sheath within which the plasma is highly disturbed, and.outside of which 
the plasma is quiescent.   All of the computer codes described in this chapter solve 
S!KSnffR

on m Vari0US ways- In order t0 achieve short computational times, 
WAM-AP/LEO does not use particle trajectory information to calculate the Spacecharge 
density appealing in Equation (9-1). Poisson's equation is given as 

-eoV
20=p. (9-1) 

Instead, a nonlinear analytic expression for the charge density as a function of the 
local potential and electric field, based upon a spherical sheath, is used 

where: 

p = space charge (coul-nr1). 
£0 = 8.854x10-12(farad-m-1), 
A/) = plasma Debye length (m), 
6 = plasma temperature (eV), 
<(> = local space potential (volts), 
E = local space electric field (volts-nr1), 

pl £0=-{<pl k2
D){\ + \<t>l d\C{Q,E))l{\ + {4n)m\<pi efn), 

C(0,E) = \6/ 4>\[(Rsh I rf -1], and (9.2) 

{Rsh ' r)2 = 2-29\E*D I flf '"A 10| °'509- 
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The sheath structure is usually spherical where the charge density most greatly 
influences the potential, so Equation (9-2) is a good approximation for the LEO 
environment. 

Using Equation (9-2) for the space charge within the sheath region, together with 
the appropriate boundary conditions at surfaces, NASCAP/LEO solves Equation (9-1) to 
determine the electrostatic potential about a spacecraft with a highly complex geometry. 
Once the potential field is known, the sheath boundary can be identified, and plasma ions 
and electrons crossing the sheath boundary can be tracked to determine the current 
distribution on the spacecraft. 

9.1.4.2 Gilbert 2-D Dynamic Plasma Code. Gilbert is a two-dimensional (R-Z or 
X-Y), finite element computer code. It solves Poisson's Equation [Equation (9-1)] and 
performs particle generation, tracking and deposition on a grid whose elements may be 
linear triangles, bilinear quadrilaterals and/or biquadratic quadrilaterals. A commercial 
finite-element preprocessor (such as PATRAN [10]) is used to generate the grid. 
Sequences of nodes can be specified for use in assigning electrostatic boundary conditions 
or as current sources. Elements can be specified as empty-space or dielectric-filled (with 
optional conductivity). 

Gilbert is highly modular and flexible. Preprocessors are used to interpret the finite 
element grid input and to generate initial particle distributions. The main analysis routine 
solves problems either by time-stepping or by iteration on a nonlinear problem. 
Postprocessors display potential contour plots, particle scatter plots and time history plots, 
and generate and display particle trajectories. 

9.1.4.3 DynaPAC Three-Dimensional Dynamic Plasma Code. DynaPAC was 
designed to perform static or dynamic plasma calculations for geometrically complex 
problems. It was written to take advantage of modern techniques for input generation, 
problem solution and visualization. The core modules of DynaPAC allow the user to: 

(1) define the spacecraft geometry and the structure of the computational space, 

(2) solve the electrostatic potential about the spacecraft, with flexible boundary 
conditions on the spacecraft surfaces and a space charge computed either 
fully by particles, fully analytically, or in a hybrid manner, and 

(3) generate, track, and otherwise process representative macroparticles of 
various species in the computational space. 

The core modules were designed to have the maximum practical user control and to 
facilitate the incorporation of new or modified algorithms. Preprocessors are provided to 
set boundary conditions and generate input fifes in a modern, screen-oriented way. 
Similarly, screen-oriented postprocessors are provided for graphical and textual data 
display. 

Spacecraft geometrical definitions are done using standard finite element 
preprocessors, such as PATRAN [10]. Advantages of this approach are that the geometry 
can be realistically represented, and that finite element models of a spacecraft, constructed 
for other purposes, can be adapted for plasma calculations. The computational space 
around the spacecraft is constructed interactively using the GridTool module. Arbitrarily 
nested subdivision allows resolution of important object features while including a large 
amount of space around the spacecraft. A high-order, finite element representation for the 
electrostatic potential ensures that electric fields are strictly continuous throughout space. 
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The electrostatic potential solver uses a conjugate gradient technique to solve for the 
potentials and fields on the spacecraft surfaces and throughout the surrounding space. Five 
space charge options presently incorporated include: Laplacian (appropriate in the absence 
of plasma), equilibrium sheath (appropriate to timescales of milliseconds or longer), 
"frozen ions" (appropriate to the submicrosecond stage of a negative transient pulse), 
"mobile ions - barometric electrons" (appropriate to the SPEAR II case of several 
microsecond time scale response to a negative pulse), and "full PIC" (appropriate to 
nanosecond timescales). 

Particle tracking is used to study sheath currents and particle trajectories, or to 
generate space charge evolution for dynamic calculations. Macroparticles can be generated 
at either a "sheath boundary" or throughout all space. Particles are tracked for a specified 
amount of time, with the time step automatically subdivided at each step of each particle to 
maintain accuracy. The current to each surface cell of the spacecraft is recorded for further 
processing. 

The strength of DynaPAC lies in the wide range of length scales, time scales and 
physical phenomena it can handle. Arbitrarily nested subdivision allows the modeling of 
small geometrical features within large scale problems (e.g., features a few centimeters in 
size in sheaths several meters in dimension). By suitable choice of algorithms, a user can 
model equilibrium problems, problems dynamic on an ion timescale (microseconds), or 
problems dynamic on an electron timescale (nanoseconds). Trajectories are calculated 
taking account of user-specified magnetic fields, and it is planned to introduce a procedure 
to obtain potential and space charge fields consistent with magnetic effects. 

9.1.5   Gilbert Application to High-Voltage Breakdown Experiments 

The SPEAR program supported a series of experiments at Maxwell Laboratories, 
Inc., to systematically study the influence of a background plasma in promoting the 
breakdown of representative high-voltage fixtures [11]. Figure 9-1 shows a typical test 
fixture, consisting of a 1 cm diameter electrode protruding from a 3 cm diameter insulator, 
which was embedded in a 7 cm diameter ground plate. In vacuum, this fixture would hold 
off a few kilovolts indefinitely with the center electrode at a negative potential; however, in 
a plasma, the insulator surface would flash over in a short time. 

If the plasma-induced discharge resulted from electric field modification by plasma 
charge collected on the dielectric surface, we would expect the hold-off time to be inversely 
proportional to the plasma current. Supposing this to be the case, a hemisphere of ordinary 
aluminum window screen was mounted on the fixture in order to reduce the total ion 
current collected. Calculations showed that the screen would reduce the ion current by 
approximately a factor of five. Experimentally, the screen was found to increase the 
holdoff time from 30 ms to 30 s at -2.5 kV, and from 15 ms to 5 s at -5.0 kV in a 
background plasma density of 4x105 cm-3. This increase in the holdoff time was too great 
to be explained solely in terms of the total plasma current to the fixture. 
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Figure 9-1.    Typical axisymmetric test fixture for high voltage 
breakdown experiments.    Two alternative discharge-mitigation screens 

are shown.   The heavy solid line indicates the fixture outline as 
seen in Figures 9-2 through 9-4. 

Calculations of the plasma ion trajectories, performed with the Gilbert code, were 
used to attempt to understand this phenomenon. Figure 9-2 shows the trajectories of ions 
impinging on the original fixture (without the screen). It is apparent that ions impacted the 
entire surface of the fixture, including the sensitive "triple point" area where the insulator 
contacts the high-voltage electrode. 

In order to study the ion trajectories in the presence of the screen, it was necessary 
to develop an internal boundary condition that would mimic the presence of the screen. It 
was found that the mean potential of the screen was related to the electric field discontinuity 
across the screen. Figure 9-3 shows the ion trajectories with the "normal" screen present. 
The ion current is focused on the top of the center electrode, with no calculable ion current 
to the triple point. Thus, the effect of the screen was to steer plasma ions away from the 
triple point, in addition to reducing the total ion current to the fixture. 

In order to confirm this finding, a further calculation was performed which showed 
that if the screen was configured horizontally at its attachment point, then there would be 
calculable current to the triple point (Figure 9-4). The fixture with the horizontal screen 
broke down in 40 ms with an applied voltage of -15 kV and a plasma density of 8xl05 

cm"3, compared with 750 ms for the normal screen. Additional calculations and 
experiments, involving larger fixtures and various screen shapes, showed good correlation 
between rapid breakdown and the calculated ion current to the triple point (see Table 9-1). 
These studies also illustrated that trying to improve breakdown characteristics by the 
obvious step of enlarging the insulator may, in fact, promote breakdown by reducing the 
electrostatic-inertial insulation of the triple point. These results show the utility of accurate 
two-dimensional potential and trajectory calculations in designing axisymmetric high- 
voltage fixtures for maximum holdoff time. 
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Figure 9-2.   Ion trajectories to the test fixture without the screen, 
indicating substantial current to the triple point.   (Refer to Figure 9-1 to 

relate the fixture outline to the actual fixture). 

Figure 9-3.   Ion trajectories to the test fixture with the normal screen, 
indicated no calculable current to the triple point.   (Refer to Figure 9-1 

to relate the fixture outline to the actual fixture). 
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Figure 9-4.   Ion trajectories to the test fixture with the horizontally 
configured screen, showing ions incident on the insulator near the triple 

point.   (Refer to figure 9-1 to relate the fixture outline to the actual 
fixture). 

Table 9-1.    Holdoff Time for Various Insulator Widths 
and Screen Shapes 

Insulator   Width Applied   Voltage Time to Breakdown 
Trajectories   to 

Triple   Point 
1.0 cm (n) 
1.0 cm (h) 
1.0 cm (n) 
2.0 cm (n) ' 
4.5 cm (1) 
4.5 cm (s) 

-15 kV 
-15 kV 
-50 kV 
-50 kV 
-50 kV 
-50 kV 

750 ms No 
Yes 
No 
No 
Yes 
Yes 

40 ms 
20 ms 
70 ms 
7 ms 
3 ms 

Time to breakdown for fixtures with differing insulator widths is shown. The plasma 
density was 8 x 105 cm"3. The screen shapes are (n) normal screen (Figure 9-1), (h) 

horizontal screen (Figure 9-1), (1) "long" screen (not shown) and (s) "short" screen (not 
shown). 

9.1.6   Code Calculations for SPEAR II 

9.1.6.1 Gilbert Small Chamber Model for SPEAR II. The SPEAR II payload 
was first tested with a background plasma in a small vacuum chamber at Maxwell 
Laboratories, Inc. It was observed that the high-voltage system 10 [is pulses were more 
likely to cause breakdown than the 3 or 50 (is pulses. This finding motivated a computer 
simulation using Gilbert of the plasma interactions in the small chamber to determine if 
plasma dynamic effects might be responsible for this phenomena. 
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Figure 9-5 shows an artist's concept of the two-dimensional axisymmetric 
representation of the payload used in the calculation. A grid was constructed to represent 
the space between the model and chamber walls, and ion macroparticles were placed in the 
grid to represent an initial uniform Ar plasma with a density of lxlO5 cm-3. The applied 
voltage on the model was increased with a risetime appropriate to the pulse width under 
study, and the ions were allowed to move in the resulting fields. 

PROBE LEAD 
100 kV 

HIGH VOLTAGE PROBE 
0-100kV 

KLYSTRODE SECTION 
0-50-0 kV BULKHEAD 

ground FRONT PLATE 
ground 

Figure 9-5.   Artist's representation of the axisymmetric model of SPEAR II 
used in the two dimensional plasma dynamic studies.   The labels indicate 

the peak potentials applied to each component:   -100 kV on the probe lead, 
a linear gradient on the high voltage probe from -100 kV on the probe lead, 
a linear gradient on the high voltage probe from -100 kV at the probe lead 
to 0 at the front plate, and on the Klystrode section (representing a cavity 

partially enclosed by several struts) linear gradients from 0 at either end to 
-50 kV at the center. 

Figure 9-6 shows the ion macroparticle positions 4 u.s into the pulse. The ions are 
focused on the high-voltage end of the voltage divider, precursive to the results later 
obtained m three dimensions with DynaPAC. By this time, about half the plasma ions 
(which initially filled the chamber with a nearly uniform dot pattern) are gone The 
chamber will be almost completely drained of plasma ions within about 10 us (The 
plasma source is not able to replenish the plasma on such a short timescale) 
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Figure 9-6.    Gilbert-calculated ion macroparticle positions 4 us 
into a SPEAR II high voltage pulse. 

Figure 9-7 shows the calculated current to the payload for two cases: (1) a risetime 
of 1.5 us (characterizing the 3 us and 10 us SPEAR II high-voltage pulses), and (2) a 
?hSonrm-? ■? f ,charaf e"zm§ *e 50 us high-voltage pulse). The peak current occurred at 
about 3 us into the pulse for both cases, but it is noticeably higher for the 1.5 us risetime 
pulse. There is no current beyond 10 us, as the chamber is drained of plasma The 
suggested interpretation is that: F 

(1) The 3 us pulse does not lead to breakdown because the pulse is over when the 
current peak occurs. 

(2) The 10 us pulse is more likely to cause breakdown than the 50 us pulse due 
to the higher peak incident ion current. 

(3) Extending the pulse beyond 10 us does not lead to breakdown because there 
is no further ion current to the payload. 

118 



6.00e-3 

5.00&-3 

4.00e-3 

^    3.00e-3    - 

2.00e-3 

1.00e-3    - 

0.00e+0 

De+O 2e-6 4e-6 6e-6 8e-6 le-5 

6.00e-3 

5.00e-3 

4.00e-3    - 

^    3.00e-3 

2.00e-3 

1.00e-3    - 

0.00e+0 

Oe+0 2e-6 4e-6 6e-6 8e-6 1e-5 

time 

Figure 9-7.   The calculated ion currents to the axisymmetric model for 
1.5 and 3 us rise time pulses (see text for explanation). 

The overall conclusion from these calculations is that a small chamber may produce 
results unrepresentative of the behavior of a system in a very large chamber or in the 
ionosphere. 
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9.1.6.2     SPEAR  II  Geometrical  Model  for  NASCAP/LEO  and  DynaPAC 
Mf^rreAP/T8

Cn0W^he «eo™etrical model of the SPEAR II payload used for the 
n mnCiP/L^°T^

d DynaPAC calculations. (The identical model Jas used for the SPEAR 
II mock-up.)   This geometry was based on the EUCLID (an engineering drafting and 
PTTRAT^ "?> m°del Cr,StrUCtCd by Westi"ghouse, and'it w™f<S^SS to a 
PATRAN (a finite element modeling code [10]) model using IGES (Initial Graphics 

PATRON ^fi°^T°COl [-13]) fiieS,aS 3n intei™diate Lnsfer mechanism PTh PATRAN   Neutral File   (specifying node locations and surface element connectivities 

SSrrnd Tt °? T "ü"1^ 1S read ^ ^ obJect deMon interface module 
prep LesS-ng' ^^ thC 0bjeCt m the gnd SyStem Md P^0™ other appropriate 

Figure 9-8. 
?T^ir£?™odeI of the SPEAR H payload used in the 
NASCAP/LEO and DynaPAC calculations. 

nP,r,H    Kg7e        sh°ws the DynaPAC grid for SPEAR II, illustrating the arbitrarily 
nested subdivision capability. The grid spacing ranges from one meter (outermost gnd, not 
6?™^ '"in"  / f yl°ad lT10r- The NASCAP/LEO grid had a basic mesh size of 

16 cm, with subdivided regions down to 4 cm, and surrounding outer grids up to 64 cm 
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Mesh Size = 5.0000E-01 meters 
Date: 02-14-91 
Time: 16:15:43 
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Figure 9-9.   DynaPAC grid for SPEAR II.   (The outmost grid, with 1 meter 
mesh spacing, is omitted). 

9.1.6.3 NASCAP/LEO Calculations for SPEAR II. Prior to the development of 
DynaPAC, NASCAP/LEO was the only plasma interaction code capable of predicting 
sheath currents and potentials for a payload with the geometrical complexity of SPEAR II. 
It was recognized that the "equilibrium" plasma treatment used in NASCAP/LEO was not 
appropriate to the SPEAR II high-voltage pulse lengths. Nonetheless, predictions made 
using an equilibrium code were better than no predictions at all. Figure 9-10 shows the 
NASCAP/LEO calculated equilibrium sheath contours for SPEAR II. 
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Figure 9-10.    NASCAP/LEO calculated equilibrium sheath ("H" contour) 
about SPEAR II under laboratory conditions (lxlO6 cnr3; 1 eV).   Space 

charge densities are calculated using formulas appropriate to a steady-state 
plasma sheath (e.g., Langmuir-Blodgett).    The shaded area represents the 
projection of the payload on the contour plans, and the equipotential lines 
with 10 kV spacings appear near the payload.   The contour at -100 volts 

(marked "H") is considered the sheath contour because the potential should 
drop to zero within 0.3 meters of the -100 volt equipotential surface.   Also 
shown are contour lines at -10 volts (marked "T") and at zero volts (marked 

"0").   The payload ground surface is at +100 volts.    The horizontal and 
vertical axes are marked in units of 16.3 cm. 
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As part of the SPEAR program, a "frozen ion" approximation was added to 
NASCAP/LEO. In the "frozen ion" approximation, it is assumed that electrons 
instantaneously attain an equilibrium distribution, but ions do not move. The space charge 
function, Equation (9-2), is thus replaced by 

p/£0=0 ;       <p>0, 

p/e0=(e/X2
D)[l-e*'e]   ;       0<O. (9-3) 

This approximation (appropriate up to about 1 u.s for SPEAR II parameters) 
provided a means for calculating sheath sizes during the short SPEAR II high-voltage 
pulses (Figure 9-11).   However, it did not provide any straightforward means of 

■ calculating the transient currents to the payload or the time dependence of the currents and 
sheath structure. 

1o12 - Frozen Ions 

-11.. 

9        13 
Z-AXIS 

Minimum Potential - -9.99E+04    Maximum Potential - 1.02E+04 
-15.00 <2<  33.00.   -15.00 <Y<   33.00. CUTPLANE OFFSET X-    9.00 

Figure 9-11.   NASCAP/LEO calculated "frozen ion" sheath ("H" contour) 
about SPEAR II under laboratory conditions.   Space charge densities are 

calculated assuming that ion motion is negligible (appropriate to times up to 
a few microseconds).    Otherwise, the description of Figure 9-10 applies. 
Note that the transient sheath is far smaller than the equilibrium sheath, 

leading to considerably elevated currents in the transient regime. 

The first question to be addressed using NASCAP/LEO was the floating potential 
of the payload during high-voltage operation. It was not sufficient simply to assume that 
the floating potential would be a small fraction of the 100 kV operating potential, since a 
floating potential exceeding 1 kV would cause unacceptable levels of electron bombardment 
and volume ionization. By calculating the electron and ion currents to the payload for 
several assumed values of floating potential, NASCAP/LEO predicted that the equilibrium 
floating potential would be less than 150 V. This prediction was confirmed insofar as the 
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SPEAR II mock-up instrumentation was unable to show any evidence of a positive steadv- 
state floating potential. ^ ' y 

f ,u Sc A°neTTWaS n
t
ext

J
us!.d t0 study the curre^ distribution to the various components 

ot tne b^tAK 11 payload. For the mock-up test under positive bias, NASCAP/LEO 
predicted a total current of -1.2 amperes for a plasma of density lxlOÖ cm"3 and 

TaEin'6 l eV' The distributi0n 0f this current t0 the SPEAR n components is shown in 

Table 9-II.   Currents to SPEAR II Components 

SFfcAK 11 Component Calculated Current 
100 kV portion of probe 500 mA 
75 kV portion of probe 410mA 
Klystrode battery canister 87 mA 
50 kV portion of probe 75 mA 
Various grounded surfaces 59 mA 
High voltage lead 49 mA 
Transformer secondary 34 mA 
25 kV portion of probe 5 mA 
Klvstrode bushing 0.2 mA 

The NASCAP/LEO calculations predicted that nearly all of the current would be 
incident to the high potential end of the high-voltage probe. This prediction was 
qualitatively confirmed by visual observations during the mock-up test of a strong optical 
glow from the electron-bombarded region. However, the question of how dynamic effects 
would modify this current distribution in the negative bias case remained unanswered. 

9.1.6.4    Transient  Current Estimates Using Gilbert and  NASCAP/LEO     It 
was recognized that equilibrium current calculations for the SPEAR II payload could not be 
trusted for the short pulse durations. Without a three-dimensional modeling capability it 
was not known to what degree the transient current would differ from the equilibrium 
current, or how much time was required to achieve the equilibrium configuration To shed 
some light on these topics, a two-step strategy was used. First, the Gilbert code was used 
to calculate the time-dependent current to a sphere with parameters similar to the SPEAR II 
system. From the results, scaling relations were developed relating the "frozen ion" sheath 
size to the peak transient current. Second, NASCAP/LEO was run to calculate the size of 
the ' frozen ion" and equilibrium sheaths about the high-voltage probe, and the scaling 
relations were applied to determine the peak transient current. 

The sample problem consisted of a 0.3 m radius sphere in an 0+ plasma with a 
density of 105 cm"3. The potential was raised to -100 kV with a 1.5 us risetime. Using 
spherical probe theory, the equilibrium sheath around the sphere was calculated to have a 
radius of 15 m, and the steady-state ion current to the sphere was 14 mA. 

The Gilbert calculation was run for 30 us. It was found that the transient sheath 
expands rapidly to a radius of 4.0 m as the voltage is applied, and thereafter it expands by 
plasma erosion at the slow rate of 3 cm/us, reaching a radius of 4.7 m at the end of the 
calculation. The current to the sphere (Figure 9-12) reached a peak of 140 mA at 15 us into 
the pulse, and decreased slowly thereafter. (These calculations gave the first indication that 
the SPEAR II incident ion currents might be an order of magnitude above the values 
obtained from the equilibrium treatment.) It was estimated that 10 ms would be required 
for the current to relax to the Langmuir-Blodgett [14] equilibrium current of 14 mA   (Note 
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that the collected current correlates inversely with the sheath size. This is analogous to the 
space-charge-limited current collected by an inner sphere from a concentric outer sphere.) 

150. 

Time ImicrosecondsJ 

Figure 9-12.   Time-dependent ion current to the sphere model of the 
SPEAR II payload.   The Langmuir-Blodgett [14] steady state 

current is shown for reference. 

To develop scaling a relation, we postulate that the peak current is given by 

V*=ßß/T' (9-4) 

where Q is a characteristic charge, and ra characteristic time. The characteristic charge is 
logically taken as the space charge in the sheath (which must balance the surface charge on 
the probe): 

Q = (47C/3)neRl (9-5) 

where we have neglected the probe volume relative to the sheath volume. The characteristic 
time may be taken as the time for an ion to travel the sheath radius in a uniform field given 
by the applied voltage over the sheath radius: 

T = (2mR* I eV) 1/2 
(9-6) 

125 



For the Gilbert calculation, we have Q = 4.3xl0"6 coulombs, and r= 7.3x10-6 seconds so 
that the scaling constant takes the value 

and the scaling relation is 

a=W/ß=1/4' 

peak     ^ 

(9-7) 

(9-8) 

VACPADSCHJ u r fr0Zen ,0n" estimates of the sheath size (calculated by 
iNA^LAP/LhO for the three-dimensional representation of the SPEAR II payload under 
space and laboratory conditions) and the peak transient currents to the high-voltase probe 
(predicted by scaling the Gilbert results). To obtain the actual parasitic current in the 
circuit the incident ion current must be enhanced by a large factor to take into account the 
secondary electron yield of the incident ions. While there is a great deal of uncertainty in 
the secondary yield value, a yield of 25 would be a reasonable estimate [15] This gives a 
parasitic current exceeding two amperes under laboratory conditions. In comparison the 
fully dynamic results (obtained from DynaPAC, as described below) predicted a total peak 
incident ion current of 50 mA, with 35 mA on the probe, for a parasitic current of 
0.9 amperes. 

Table 9-III.   Transient Current Estimates 

Density [cm-3] 
Equilibrium Sheath Radius [m] 
Equilibrium Current [mA] 
Transient Sheath Radius, Rs [m] 
Transit Time, r[\ls] 
Sheath Charge [uxoul] 
ß/4r[mA] 
Secondary Electron Yield 
Peak Parasitic Current [A) 

Gilbert 
1 x 105 

15 
14 

4.0 
7.3 

4.3 
140 

25 
3.6 

Space 
1 x 105 

2.3 
1.6 

1.3 m 
2.4 

0.15 
15 

25 
0.39 

Laboratory 
1 x 106 

1.8 
10 

1.0 m 
1.6 

0.7 
11 

25 
2.6 

Estimates of peak parasitic current; (1) calculated by Gilbert for a 0.3 meter radius sphere; 
(2) estimated for space conditions (plasma density 105 cm-3) using the NASCAP/LEO 
"frozen ion" approximation; and (3) similarly estimated for laboratory conditions (plasma 
density 106cnr3). 

The predicted current levels would not impair the high-voltage system operation 
but they would seriously impact the ability of the high-voltage probe to measure the 
transformer secondary voltage. Figure 9-13 shows a circuit model of the probe in which 
parasitic plasma current is injected one-tenth of the wav from the high-voltage end and the 
voltage measurement is taken one-tenth of the way from the ground end. For the case of 
-100 kV applied to the probe, this circuit model predicts that a parasitic current of 
0.5 amperes will result in the measurement being low by a factor of two 
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■total 
-100 kV 

100 kQ 

'plasma 

800 kQ 

100 kQ 

Figure 9-13.   Circuit model of high voltage probe, used to estimate the 
effect of parasitic plasma current.   The transformer secondary voltage 

is measured as 10xVout = (iTotal-Ipiasma)   x 100 kV. 

A comparison of the probe traces obtained from the space simulation chamber tests 
under vacuum and plasma conditions dramatically illustrates this effect. Figure 9-14 shows 
diagnostic signal traces for a 50 u.s, 80 kV pulse in vacuum. The high-voltage probe trace 
is the dark, upper trace; the other traces are diagnostics taken at other components of the 
high-voltage circuit. In Figure 9-15, the trace is shown for the same pulse parameters in 
the presence of a 106 cm"3 Ar plasma. The high-voltage probe reading is diminished by 
about a factor of two, but all of the other diagnostic signals are indistinguishable from the 
vacuum shot. The conclusion is that the high-voltage circuit is operating properly in the 
presence of plasma, but the high-voltage probe read incorrectly. 
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100 

2K« wi h'nn n.        d,ag"<>st,cs for an 80 kV, 50 microsecond SPEAR II 
transformerifr ^T^ 0Perat,nS-   The UPP^ trace represents the transformer secondary voltage as measured by the voltage divider probe 

I he remaining traces are diagnostics for other components of the high " 
voltage  circuit. 
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100 

Figure 9-15.   Circuit diagnostics for an 80 kV, 50 microsecond SPEAR II 
pulse with plasma sources operating.    The transformer secondary voltage 

measurement is about half the value measured in vacuum, and now appears 
r»   "IS lower curve>   Remaining circuit diagnostics are unchanged. 
DynaPACcalculations, anticipated by NASCAP/LEO and Gilbert results, 
showed that the voltage divider probe measurement was incorrect in the 

presence of plasma due to high incident ion currents to the probe 
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9.1.6.5 DynaPAC Calculation of Transient Currents to SPEAR II High- 
Voltage Components. All the calculations described above use either an equilibrium or 
"frozen ion" space charge representation, neither of which adequately models the dynamics 
of the SPEAR II pulse, or else models the geometry as axisymmetric, which is not an 
adequate approximation to the partially enclosed structure of SPEAR II. Estimates of the 
peak incident ion current, the division of this current among the SPEAR II high-voltage 
components, and the timescale of the current obtained by scaling the results of equilibrium 
codes based on results for poorly representative geometry required confirmation by a fully 
three-dimensional dynamic code. For this reason, the DynaPAC code, already under 
development for Geophysics Laboratory (now Phillips Laboratory) was supported by the 
SPEAR program. 

With the development of DynaPAC for the SPEAR II program, it was possible to 
calculate the time dependent ion currents to the various SPEAR II high-voltage 
components. The geometrical model of the SPEAR II payload was the same as the one 
used for the NASCAP/LEO calculations described above. Initially, each DynaPAC grid 
was filled with a regular array of ion macroparticles, representing an Ar plasma with a 
density of lxlO6 cm"3. At each timestep, a time-dependent voltage, representing a 100 kV, 
50 \is pulse with 3 \is risetime, was applied to the high-voltage components. The 
electrostatic potential field was calculated using the known ion distribution and an analytic 
expression for the electron charge density, and the ion macroparticles were tracked in the 
new field for the specified timestep length. After 3 JIS, the ion macroparticles assumed the 
configuration represented in Figure 9-16. The figure shows ion voids near the Klystrode 
battery pack and the transformer. This indicates that substantial ion motion took place in 
these regions, regions which had high fields due to the close proximity of grounded struts 
and bulkheads. By contrast, ions at large distances were just beginning to be accelerated 
toward the high-voltage probe, as indicated by the curvature of the originally straight lines 
of macroparticles. 

Tim*a»pf   3 Total tracking tone- 3.0OE-06 sec 
Pa/lid« wrthin   5 800 <- Z <-   6.000 
M«sh Siz* -  1.O00OE*0O mstarj 

5.5 

i 5 

35 

2.51 
5.5 6.5 

Y-AXIS 
85 9.5 

Figure 9-16.    Calculated ion macroparticle positions 3 \is into a SPEAR II 
high voltage pulse (scale marked in units of meters). 
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Figure 9-17 shows the calculated ion currents incident on various SPEAR II 
payload components. The Klystrode battery pack and transformer (which are well shielded 
electrostatically by struts and bulkhead) had peak currents of about 12 mA each, which 
occurred approximately 6 ps into the pulse. The current to the high-voltage probe (which 
influences a larger volume of plasma) rose to a peak exceeding 30 mA at about 12 |is. The 
total incident ion current (which includes currents to the high-voltage leads) peaked at 
around 55 mA approximately 8 |is into the pulse. All of the currents decreased slowly after 
reaching their peak values. (For comparison, NASCAP/LEO equilibrium calculations for 
these conditions gave a total payload current of 6 mA. (See Table 9-IV.) 

.06 

.055 

.05 

.045 

_.       -035 

E < .03 

I       -025 
tr 
z> 
° .02 

.015| 

1.E-02 

5.E-03 

.E+00 

Total (4) 

Probe (2) 
2-2-2^ 

^MV1^ Klystrode Ban. (1) 
~1^~-3~a  \ Transformer (3) 

.E+00 5.E-06 2.5E-05 1.E-05 1.5E-05 2.E-05 
TIME (seconds) 

Figure 9-17.   Calculated incident ion currents to the SPEAR II high voltage 
probe, Klystrode battery canister, and pulse transformers. 

Table 9-IV 
Predicted Incident Ion Currents to SPEAR II 

Equilibrium Calculation 6mA 
Pre-Test Prediction 100 mA 
DynaPAC Calculation 55 mA 

Taking into account the secondary electron yield, the predicted parasitic current 
through the upper part of the probe was nearly one ampere. As discussed in the previous 
section, this is easily enough current to cause the observed erroneous measurements by the 
high-voltage probe. 

A rough estimate of the time needed to approach an equilibrium sheath may be 
obtained as the time required to drain the equilibrium sheath volume (approximately a 
2.1 meter radius sphere) of charge at a mean current of about 40 mA. This approach 
yielded a sheath formation time of 150 p.s, which is three times the longest SPEAR II high- 
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voltage pulse.   Therefore, the equilibrium formulation was never appropriate for the 
SPEAR II operating conditions. 

9.1.7    Summary of Technical Achievements and Capabilities 

This chapter has discussed the development of three plasma interaction model 
computer codes and their applications to the SPEAR program. The two existing codes 
NASCAP/LEO and Gilbert, were both enhanced under the SPEAR program, and their 
ability to make useful and non-obvious predictions was demonstrated. The new code, 
DynaPAC, demonstrated its ability to perform dynamic plasma interactions calculations for 
complex systems. 

Achievements in the area of code development, enhancement, and validation 
include: 

(1) For NASCAP/LEO: 

(a) Demonstrating the ability to calculate equilibrium sheaths and current 
distributions for systems with high geometrical complexity; 

(b) Adding a "frozen ion" approximation to aid the analysis of transient sheath 
phenomena. 

(2) For Gilbert: 

(a) Developing an internal boundary condition to mimic the electrostatic effects of 
a screen; 

(b) Demonstrating the ability to predict spatial and temporal current distributions 
with sufficient accuracy to make meaningful physical predictions. 

(3) For DynaPAC: 

(a) Developing a computer code capable of performing dynamic plasma 
calculations for systems with high geometrical complexity; 

(b) Developing a programmer-friendly DataBase Manager for the allocation, 
storage and retrieval of large arrays of data; 

(c) Developing high-order, finite element techniques to guarantee accurate 
potential solutions with strictly continuous electric fields; 

(d) Developing pre- and post-processors for ease of problem setup, input 
generation and data visualization. 

Applications of these codes to the SPEAR program include: 

(1) Prediction (using Gilbert) of the (rapid or slow) breakdown of a negatively 
biased, high-voltage fixture by the presence (or absence) of calculable ion 
current to the "triple point"; 

(2) Calculation (using Gilbert) of dynamic ion currents for the small chamber test 
of SPEAR II, showing that the intermediate-length pulse was most likely to 
breakdown; 
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(3) Calculation (using NASCAP/LEO) of the equilibrium current distribution and 
estimate of the equilibrium floating potential for SPEAR II; 

(4) Development (using Gilbert) of a theory for dynamic sheath development and 
transient current for a negative probe, showing that transient currents can 
exceed equilibrium currents by an order of magnitude; 

(5) Pre-test prediction (using Gilbert and NASCAP/LEO) of high parasitic 
currents to the SPEAR II high-voltage probe in the presence of plasma; 

(6) Calculation (using DynaPAC) of the time-dependent plasma currents to the 
SPEAR II high-voltage components. 

9.2     SURFACE FLASHOVER THEORY WITH APPLICATIONS TO 
HIGH-VOLTAGE CONDITIONING 

9.2.1 Introduction 

Conditioning consists of repeatedly applying high voltages to a component allowing 
it to arc until it is capable of withstanding the high voltage. The SPEAR program 
recognized the need to condition high-voltage components for the space environment, 
especially during a sounding rocket flight. Both the high-voltage transformer and the 
Klystrode bushing required a conditioning sequence before high-voltage standoff could be 
achieved. The art of conditioning is unpredictable, and techniques that work for one design 
or environment can fail in a different situation. In practice, it is not possible to guarantee 
that a conditioning technique will work, or to know how long the conditioning will last. 
To gain insight into the conditioning process, a surface flashover theory was developed that 
describes, quantitatively, the initiation of flashover. The theory reveals the role that surface 
desorption plays in the arc initiation process, and may be an important step in 
understanding quantitatively the process of conditioning. 

9.2.2 Application 

High-voltage insulation in space emerges as a critical issue because of the 
advantages inherent in operating high-voltage SDI systems in configurations where 
bushings, components and distribution networks are exposed to the ambient environment. 
Recognizing this, the SPEAR program initiated a number of space simulation experiments, 
conducted in laboratory plasma chambers, that demonstrated two important concepts: 

(1) The plasma induced arcing could be diminished through changes in the geometry of 
high-voltage components. Computer simulations substantiated by laboratory experiments 
showed that the use of electrostatic screens and electrode shaping redirected ions away 
from the triple points and increased high-voltage standoff. 

(2) High-voltage standoff capability of insulators improved with conditioning. The 
conditioning process is understood qualitatively as resulting from changes in the surface 
properties, such as removal of surface contaminants and gas desorption. The theory 
developed for the SPEAR program relates high-voltage standoff to surface desorption 
coefficients, and conditioning leakage currents to quantity of desorbed gas. The theory can 
predict pressure increases during the conditioning process which can be used as an 
independent measurement to verify that conditioning is occurring and to estimate the 
conditioning time required. 
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9.2.3 Innovative  Concepts 

th^ch ü?6 SrEAR ?°del °f SUrfaCe flashover initiation quantitatively predicts breakdown 
thresholds and gas release, given surface electron impact desorption properties ?SS 
combines the effects of surface charging, surface secondaxyelectron emission neuSS 
o5 A"'* T^1™^ ?C deS°rbed S35" Because the theory "lates the quaS of desorbed neutrals to the flashover current and applied voltage, it can be tested to 
laboratory experiments. With additional data on surface desorption over pe^ds o etoon 
impact the theory can be used to predict the conditioning needed to reduce the desorS 
Sin n7h S Tr thresholds" This also could be tested and, if confirmed, used to he 
design of high-voltage components and conditioning strategies. 

9.2.4 A Theory of Surface Flashover 

mn,, 
In.SPE^5 cumber tests, the neutral pressure was observed to increase during 

conditioning of the high-voltage components. This revealed the role of surface neutral 
desorption in the arc initiation process. Impact by impinging electrons has been proposed 
as the mechanism for this desorptiont"]. We utilize the hypothesis of desorption of gas 
£<h™TTT 

l?niT°nrby eleCtr0n bombard^nt to construct a model of surfS 
flashover. The idealized configuration in Figure 9-18 shows two electrodes separated by 

™ mS rn^"6?1'l and Charged t0 a potentiaJ difference 4>- The inter-electrode space may be filled by a plasma of density np. v 

v=o 

Cathode 

V 

Anode 

Insulator 
Figure 9-18.    Idealized configuration for surface flashover problem shows 

insulator of length  £ with surface charge density oe. 

■„ 7fhC SU[faCe ?f lhe insulator becomes positively charged, so that any electrons 
emitted from the cathode near the triple point strike the insulator and produc/seconS 
electrons which also remain close to that surface. Electrons bombarding the surface release 
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adsorbed gases that become ionized by collisions with sufficiently energetic electrons, 
increasing the flux of electrons bombarding the insulator. 

The model equations for this system are as follows: 

The time rate of change of charge on the surface of the insulator is 

--r = -Jou,+J«,> (9-9) e at 

where Z is the charge per unit area on the insulator, and jin and ]out are the ingoing and 
outgoing fluxes of electrons. The fluxes y'/n andy'0Uf are related by the secondary emission 
yield Y(e) at the energy of the incident electrons, e. 

Jou, = Y(£)jm. (9-10) 

It is useful to define the surface charge density, o , to be the charge in a layer 
above the surface 

s 
°<=jn,dy, (9-11) 

o 

where ne is the electron density in the space above the layer, whose thickness is S. The 
charge density, ae, is determined by continuity as shown in Equation (9-12). 

dar    dK .      „ 
~dt+!k=J'""~J,n+ (    } 

The three terms on the right hand side of Equation (9-12) are the sources and sinks 
of charge due to charge leaving the layer and entering the layer from the surface, and from 
the creation of charge in the layer due to ionization. In Equation (9-12), K is the flux oev 

(cm"1 sec1) corresponding to movement of the layer charge ae. The ionization rate per unit 
area of the current layer is denoted by S. Recombination and attachment are neglected. 

For simplicity, we have assumed that all electrons in the layer are born on the 
surface of the insulator (y=0) with a single energy £o = I/2mv2o and a velocity vo in the y 
direction. 

The preceding equation must be complemented by an equations that determine the 
density N of gas in the layer: 

HvQ = yjin, (9-13) 

where /is the number of gas molecules desorbed per incident electron, and Vo is the mean 
velocity of desorbed molecules normal to the insulator surface.  It is assumed that gas 
molecules move through S in times S/Vo that are negligible in comparison with the time 
scales of the phenomena of interest. 
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mnHV "?W COnsi
f

dfr "^ state solut»ons of the foregoing equations and seek 
conditions indicative of breakdown. From Equations (9-9) and (9-10), to keep ^surface 
charge constant we must have that joui = jin and this requires [17] 

where e, is the first crossover energy defined by 

(9-14) 

(9-15) 

de   I 
>0. (9-16) 

We can relate the parallel and perpendicular electric fields as follows    The 
secondary electrons leave the surface with energy ^ and return to the surface with energy 

2mv 
£, in a time t - —^ . The distance traveled under the influence of the parallel electric field 

is d.    = 

produce[17] 

eE] .2 
— t  .  This, along with energy conservation, ex - e0 = £j dhop, can be used to 

£x=2 
\e\~ eo J 

(9-17) 

In obtaining this relation, electron energy lost by ionization and by inelastic 
processes is neglected. The effect of this neglect should be examined. "»elastic 

rh. A    
Tte !onizati°" rate- 5> due t0 collisions by the surface current of electrons, K with the desorbed gas. of density N, is 

S~NKo = ^Ko. (9-18) 

where a is the ionization cross section. 

nnf     J"h
t
e^urface "uxn K' can be exPressed in terms of the incident electron flux /,„ bv 

notmg that K is just the flux generated by the secondary electrons hopping. ' 

* = M 4F F 
JiH eE2 (9-19) 

terms of A^'"3 ^ Un ™* Substitutin§ int0 Equation (9-18) gives an equation for S in 

S = ^ eE, 

\£\     eo) 
K2 = aK\ (9-20) 
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where we have gathered the constants into the coefficient, a. Substituting this 
for S into Equation 9-12 and invoking the steady state conditions of Equations 
and ae = 0 

ox 

expression 
9-15,9-16 

(9-21) 

Integrating Equation (9-21) gives 

*-dfe- <9-22) 

where eKo is the current at the cathode end of the insulator. Electrons may be liberated at 
the cathode by field emission or as a result of ion bombardment of the cathode. In general, 
the magnitude of K0 depends on the parameters of the discharge and the surrounding 
ambient plasma including, in particular, the electric field and ion current distribution near 
the cathode triple point. We denote these dependencies by the expression 
K0=K0({Ec}{ji}), that is, A:0is taken to be some function of the electric field Ec and ion 
current density jj at the cathode. The latter includes ions generated by collisions with 
electrons in the layer d that move to the cathode under the influence of the fields. 

Although the mechanisms associated with cathode emission are not well 
understood, we can nevertheless define a critical emission current corresponding to 
breakdown conditions. 

K0c=(ai)-1. (9-23) 

9.2.5   Application to SPEAR II and Other Systems 

We seek to determine if the critical current given in Equation (9-23) is in accord 
with the current / = 1.3 x 10"4 amp observed by Gray [16] in a simple flashover channel 
with a gap = 1.3 x 10"2 cm, and a channel width w~10-3cm. This gives 

eK=— = 0.1. (9-24) 
w 

From Equations (9-15)-(9-23) 

»    Ya 

v0 

f     ^   \ e£j 

V ei     eo ) 
t (9-25) 

From Pillai and Hackaml1?], the vacuum surface flashover for plexiglass at £ = 0.4 cm is 
120 kV/cm. Taking <o>=10-16 cm2, v0 = 105 cm/sec, £/ - £0 = 30 eV, we find 
cd = 1.5xl0-18 cms. The surface current eK is then 

v    1.6^10-'9     0.1 e*=T3^=7 <9"26) 
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This value is in reasonable accord with experimental results for y~l. A desorption 
probability of a few molecules per electron is consistent with results reported by Hackam 
[17], and it is a reasonable value if the surface is heated by electrons. 

The theory relates the surface current, eK, to the rate of desorption of gas from the 
insulator surface. As will be shown below, the rates predicted are in qualitative agreement 
with the pressure increases observed in SPEAR H during conditioning sequences on the 
pad at White Sands. 

Using Equation (9-13), we can integrate the flux of desorbed neutrals over the 
surface contributing to the flashover to get the total current of neutrals, R. 

R =  §NV0dA. (9-27) 
surface 

With Equations (9-19) and (9-22) this can be expressed in terms of the flashover current 
/c. as 

R=y»Kxj-fn(l-Kccat)-\ (9-28) 

where w is the width of the flashover surface. 

During flashover described by Equations (9-22) and (9-23), a large but obviously 
finite current flows. Power supplies have current limits and will control K0to give a large 
but finite current.   With this in mind we can approximate Equation (9-28) by assuming 
Koaf is near one, say 0.9 to 0.99, corresponding to an amplification of 10-100.  In this 
case we have 

/    (. 
R = /— (£n factor) (9-29) 

e   dKoP 

where the logarithm factor is a number between 1 and 5. 

Ignoring the log factor, this equation states that the rate of desorbed neutrals equals 

R = LJ-    y. 
e   dhoP 

The total amount of neutrals produced during conditioning flashover is the rate of 
neutral production times the flashover time. For the SPEAR II conditions, the number of 
electrons involved in a typical flashover of length T^10"

5
S and /c=10A is 

— = 1015 (9-30) 
e 
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For SPEAR II the ratio, -—, is the number of hops of the electrons along the 
dhop 

flashover surface. This is just the number of intervals with energy ey = 50 eV that makes 
up the standoff voltage of 100,000V. 

= 2000. (9-31) 
dhop 

For each electron impact onto the surface, /neutrals are released into the chamber. 
The precise value of 7 is uncertain, but is between 1 and 10 for impact energies of 

£] = 50 eV.   The number of gas molecules released during a discharge is  n = 1018 - 
1019. 

Assuming that during the SPEAR II conditioning sequences this amount of neutrals 
was emitted into a volume of about a cubic meter, it would produce a pressure of between 
IO-4 and IO-3 Torr. This is consistent with the observations from White Sands that the 
pressure increased a measurable amount during each conditioning sequence. 

Equations (9-20), (9-22) and (9-29) are important steps in understanding 
conditioning. Equations (9-20) and (9-22) reveal the drivers in the surface flashover 
process. In general, it is not possible to control the flashover path length, £, so 
conditioning must modify the surface desorption properties described by a, namely 7 
Decreasing the surface desorption coefficient will increase the flashover threshold. 
Conditioning does exactly this by driving neutrals from the surface of the insulator. 
Moreover, Equation (9-29) relates the amount of surface desorption to the conditioning 
current. With further development and experimental confirmation, this could be used to 
diagnose conditioning of high-voltage components by giving a measure to the conditioning 
process. For example, measuring the flashover current and the pressure of the desorbed 
neutrals could be used with Equation (9-29) to give 7 which could be used as a measure of 
the condition of the surface. 

9.2.6   New Technical Achievements and Capabilities 

A surface flashover theory based on electron impact induced surface desorption has 
been developed for use by the SPEAR program and other high-voltage operations in space. 
The theory provides a closed form expression of the surface flashover thresholds and pre- 
breakdown currents, extending the work of Pillai and HackamH7]. The theory relates 
surface flashover current to the electron impact induced surface desorption. The pressure 
increases predicted by the theory are consistent with the pressure observations during the 
SPEAR II conditioning sequences on the pad at White Sands. 

The theory provides an important first step in understanding the process of high- 
voltage conditioning. Further development could result in a predictive model of 
conditioning. 
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9.3     QUICK MODEL OF SPACECRAFT OUTGASSING PLUMES 

9.3.1 Introduction 

A new, quick-running model of the bulk neutral density from outgassing was 
developed after the SPEAR I flight for the SPEAR II program. The model includls the 
effects of reflection from surfaces as well as scattering by the ambient ram neutrals The 
model is quick-running and can be integrated into engineering design codes such as EPSAT 
[18] Calculations performed for SPEAR II showed that sheath ionizations would have no 
effect on the power system performance. This was consistent with the results of the Plum 
Brook chamber tests where no sheath breakdowns were observed. 

9.3.2 Application 

Typical space systems must operate in a wide range of neutral contaminant 
environments. The ambient neutral density changes with season, time of day and orbit 
Attitude control thrusters periodically fire. Outgassing rates from surfaces change with 
time, and accommodation rates depend on incident fluxes, which in turn depend on all of 
the above variables. The neutral environment can cause deleterious effects to exposed 
high-voltage components. Paschen breakdown can occur if the neutral density falls near 
the Paschen minimum. Neutrals in electron collecting sheaths can have bulk breakdown 
(sheath lonization) to the background plasma and other components, as was observed in the 
SPEAR I Plum Brook chamber tests. When designing for these changing environments it 
is necessary to have quick estimates for the neutral density at select positions (such as near 
a high-voltage component) throughout the time period. The SPEAR outgassing model 
Jwsthe raPld calculation of the bulk neutral densities around complex spacecraft such as 
SPEAR II. The model is complementary to the Auburn outgassing model; the S-Cubed 
model uses the Auburn surface and complex object outgassing rates as input (see 
Chapter 8) and calculates the external expansion including scattering off surfaces and the 
ambient ram. 

9.3.3 Innovative  Concepts 

The SPEAR contamination model includes the return flux scattered from the 
ambient ram. The model makes use of the scale in variance of the phvsics to enable a quick 
look-up scheme that replaces the volume integral used in standard contamination codes to 
be employed. 

The surface-to-surface view factors, which determine the reflection contributions 
are computed by breaking the surfaces into triangles and then using the analytic result for 
the solid angle subtended by a triangle. This approach replaces a surface integral that is 
used in many contamination models. 

9.3.4 The Quick Outgassing Model 

The neutral effluent due to outgassing and accommodation is generally of low 
enough density that colhsional mean free paths are large compared with object dimensions. 
In this case, neutrals leaving a surface travel in straight lines and either leave the region of 
interest or hit another surface. Neutrals that hit another surface either stick or are 
accommodated. This process is shown in Figure 9-19. 

140 



X 

i.' i rt / n ■"-' > > * > " V   >   i   •>   >   T~k 

Figure 9-19.   The neutral density at a point arises from a) direct surface 
outgassing, and b) reflections (accommodation) from surfaces, and c) 

scattering off of the ambient ram neutrals. 

The neutral density at x is the sum of the outgassing density from each surface plus 
contributions due to accommodation of neutrals incident from other surfaces and the ram 
scattering. Each surface contributes a density given by 

p = \\dS?Zr, (9-32) 

where C determines the outgassing rate. The above expression is proportional to the view 
factor of the surface S at r. It is convenient to evaluate r directly above the surface, S 

p(0) = 2xC. (9-33) 

Hence we can express the density at r from S in terms of the outgassing density at 
the surface and the solid angle Q, subtended by S at r. 

Q 
p = p(0)—. 

in 
(9-34) 

The total density from all surfaces is then 

P = I  I   A(0A 
surfaces i ^ *^ 

(9-35) 
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In the above expression, Pi(0) is not the bare density due to outgassing by surface 
i, but must include accommodated neutrals from other surfaces. Designating tfi to be the 
bare outgassing density column vector for all surfaces, and (0) to be a vector containing the 
to al neutral densities for all surfaces, including multiple accommodations, wehave the 
following matrix equation 

p(0) = p° + A/-p(0), (9_36) 

SiS a matri^of surface-to-surface view factors, including an accommodation factor 
(which conserves flux at the surface and depends on the incoming flux and the surface 
temperature). Although this can be directly solved for p(0) in terms of (fi as 

p(0) = (l-M)V, (9-37) 

it is more convenient to iteratively estimate p(0) using, 

P(0)=p° + Mp° + MMp°+  (9_38) 

Each iteration corresponds to a reflection. Typically one iteration (corresponding to 
single reflection is sufficient. The calculations presented below use the single reflection 
approximation. In practice, M is computed once for a system configuration alid then used 
ror any ambient ram environments and outgassing rates. 

Finally the total neutral density at a point is given by the sum of the contributions 
from each surface plus the ram scattering contribution. This latter component can be 
expressed as a volume integral over the scattering sources throughout space with 

A r  • v   r  v 
Return " outgassing XT ^~y^ "7^ d' r' t9"39) 

5 s 

where rs = r - xs, As is the area o£thejurface, poutgassing is the outgassing density at the 
surface. A" is opambienu and vs, vr are unit vectors in the direction of the outgassing 
surface and the ram, respectively. All distances are expressed in terms of xs, the distance 
between the surface and observation point. In the above equation, if the dot products are 
less than zero, the dot product is taken to be zero. This occurs when the integration volume 
is behind the outgassing surface and when the scattering by the ram cannot get to the 

As seen in Equation (9-39), the dimensional variables have been entirely scaled out, 
leaving only the orientational (angular) dependences a, ß, and 0 (see Figure 9-?0) 
Therefore, the integral can be done numerically for several values of these angles and can 
be^tabulated for subsequent use. This reduction of a three-dimensional integral to a simple 
?pie

AD 
UP 1S thC ke,y,t0 the Speed of the backscatter return flux calculations in the SPEAR outgassing model. 
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Figure 9-20.   The ram scattering contribution to the neutral density 
can be expressed as a volume integral over the scattering 

sources throughout space. 

Equation (9-39) also shows that the return flux from outgassing scattering is 
negligible unless the size of the source is comparable to the mean free path of the ambient 
neutral. For SPEAR above 200 km where the neutral density is <1016/m3, this is less than 
1% effective. 

9.3.5   Application To SPEAR 

The SPEAR experiments were designed to investigate the space environment 
interactions with high-voltage components. In SPEAR I, high-voltage plasma current 
collection in the presence of the earth's magnetic field was investigated. At issue were the 
extent that non-classical mechanisms, such as anomalous scattering, turbulence and 
ionization, affect current collection. The methodology of this investigation was to compare 
the SPEAR I experimental results for current collection with the results of the 
NASCAP/LEO [22] and POLAR [23] codes which assume classical current collection 
mechanisms (plasma particles move under the influence of non-oscillating fields). This, 
however, would be conclusive only if the effects of neutral ionization could be ignored. 
The neutral density calculations using the outgassing model discussed showed just that. 
Preflight calculations performed for SPEAR II showed that external outgassing would not 
cause sheath ionization breakdown. 

Calculations of SPEAR II external outgassing densities were performed assuming 
the same outgassing rate for all materials. The value chosen was 0.01 W/m^, the 
maximum ambient rate for hot aluminum (Chapter 8). The resultant gas cloud was orders 
of magnitude less dense than necessary for ionization enhanced sheath currents of for 
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Figure 9-21.    Outgassing densities about SPEAR II using 
outgassing rates of 0.01  W/m2 for all surfaces. 

9.3.6   Summary 

The new SPEAR model enables the neutral density due to outgassing, including 
scattering from the ambient, to be computed quickly, making system trade studies practical 
The model has been incorporated into the NASCAP/LEO and EPSAT codes for use in 
engineering design analysis. CaJculations using the model show that normal outgassin* 
has little impact on collecting sheaths for the power systems, and that ambient neutraf 
outgassing scattering is negligible for few meter size systems above 200 km   For SPEAR 
Lfnir'u ? in

u
thf/leci[on collecting sheath due to outgassing was shown to be 

below breakdown thresholds. This result is consistent with the lack of sheath ionization 
breakdown during the SPEAR I flight. For SPEAR II, the neutral density in the ion 
collecting sheaths was shown to be insufficient to cause significant ionization 
enhancements to the collected current. This is consistent with the Plum Brook chamber 
tests. In Plum Brook tests, the observed current collection was in agreement with 
DynaPAC calculations, implying that only classical phenomena, not ionization, controlled 
the plasma interaction physics. 
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APPENDIX B 

A copy of the paper presented at the DNA Numerical Methods Symposium follows: 
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1. Introduction 

DynaPAC (Dynamic Plasma Analysis Code) is a three-dimensional finite element 
code for the study of the interaction between a high voltage or pulsed power spacecraft 
and the low-Earth orbit plasma environment. It is being developed for Phillips Labora- 
tory with support from the SPEAR (Space Power Experiments Aboard Rockets) pro- 

gram. 

Figure 1 indicates some of the interactions of a high voltage payload with the ionos- 
pheric environment. Because mobile plasma electrons conspire against high positive 
potentials, applied voltages will balance out predominantly negative relative to the 
ambient plasma potential. A plasma sheath will form, through which plasma ions will be 
accelerated toward the negative surfaces. The current associated with these ions is 
amplified severalfold by secondary electron emission. Neutral species (whether ambient, 
the result of outgassing, or effluents from active operations) may be ionized by the high 
energy electrons and ions, leading to optical contamination, surface contamination, or 
even to short circuits which prevent proper operation of the high voltage system. 

DynaPAC is written for operation on UNIX workstations. Current versions are 
maintained for SUN Microsystems SPARCStation and for Silicon Graphics, Inc. IRIS 

Indigo. 

2. DynaPAC Functionality 

2.1. Object Definition and Gridding 

DynaPAC is designed to faithfully model objects of high geometrical complexity 
(such as shown in Figure 2) within a cubic grid structure. Spacecraft are defined as boun- 
dary surface element representations using standard finite element preprocessor programs 
(such as PATRAN). A cubic grid structure of arbitrarily nested grids is created using 
DynaPAC's interactive GridTool module. Object definition interface modules enter the 
object and grid information into DynaPAC's DataBase, and calculate the finite element 
information for those elements neighboring the spacecraft. 

Figure 3 shows the DynaPAC model of the SPEAR-3 rocket payload, with several 
experiments and sensors visible on the next-to-top section of the rocket body. Figure 4 
shows the DynaPAC grid structure around the payload. The grid structure extends many 
meters away from the payload to accommodate the expected very large plasma sheath, 
while achieving resolution as small as 4 cm near the experiments on the rocket body, and 
1 cm around the floating probe. 

2.2. Poisson's Equation 

DynaPAC solves a nonlinear Poisson equation, in which space charge is a function 
of the local potential and electric field, as well as the results of particle tracking. A menu 
of such functions is available within the code, and it is easy to add additional functions as 
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applications demand. 

Boundary conditions at the object allow fixed potential or fixed electric field at each 

surface cell. Additionally, the object may be allowed to "float" as it dynamically accu- 
mulates charge. 

Unlike more common trilinear Poisson solvers, DynaPAC potential solutions have 
strictly continuous electric fields. This is achieved by allowing four degrees of freedom 

(corresponding to potential plus three electric field components) at each node. As illus- 

trated for the one-dimensional case in figure 5, this is achieved by using potential inter- 

polation functions (blue curve) with unit value and zero slope, and gradient interpolation 

functions (red curve) with zero value and unit slope. All interpolation functions have 

zero value and slope at the three opposite faces. The DynaPAC scheme can represent 

exactly, among other functions, constant potential, constant field, and a potential which is 
any linear combination of x , y", and z . 

2.3. Particle Generation and Tracking 

DynaPAC's PartGen module generates arrays of macropanicles which can then be 
tracked in electric and magnetic fields by the Tracker module. Particles can be generated 

either volumetncally (e.g., for dynamic space charge simulations), on contour surfaces 

{e.g., for equilibrium space charge and surface current calculations), or on contour lines 
or via user input (e.g., for trajectory visualization). 

The Tracker module advances all particles for a specified timestep. The timestep is 

automatically subdivided for each macropanicle, as appropriate to the conditions of that 

particle. Surface currents and charges are accumulated as macropanicles strike object 
surfaces, and volume charge density is accumulated as panicles pass through the sheath 
region. 

2.4. Usability 

DynaPAC is designed for ease of use (through the provision of interactive modules 
for input generation and output display), for ease of algorithm insertion and modification 

(through modular coding practices), and for ease of dealing with new arrays of data 
(through the DataBase Manager). 

Interactive modules include: 

(1) GridTool, for defining DynaPAC's arbitrarily nested cubic grid structure. 

(2) DynaPre, for defining surface potential boundary conditions, and for creating input 

files to the Potent. PartGen, and Tracker modules. (Figure 6 shows the interactive 
menu for creating a fully commented Potential Solver input deck.) 

(3) Scanner, for plotting spatial potentials and other spatial data, and for printing spatial 
and surface data. 
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(4) DynaPost, for running the ObjPotl module to plot surface potentials, materials, elec- 
tric fields, and current densities, and for retrieving, printing, and plotting time his- 
tories for dynamic problems. 

DynaPAC's DataBase Manager is a programmer-friendly utility for defining data 
and data structures, allocating disk storage and dynamically allocated memory, and read- 
ing and writing spatial,surface, or list structured data. 

3. Example: Potentials Around an Octahedron 

An octahedron is a regular solid with eight triangular sides. Calculation of the 
potential field around such an object provides a non-trivial exercise for a cubic code. 
When such an object is input to DynaPAC through the object definition interface module, 
the procedure for each non-empty zone is to first generate bounding polygons for the 
empty portion of the zone, then, with the help of assumed interpolation functions, gen- 
erate the finite element matrices needed to solve Laplace's or Poisson's equation. 

Figure 7 shows potentials (in a plane through the center of the octahedron) calcu- 
lated using a rrilinear potential solver (NASCAP/LEO). The potentials remain aspherical 
quite far from the object, and the field enhancement at the comers is not apparent. 
DynaPAC potentials (figure 8) rapidly become spherical and show the enhanced corner 
fields. Note also the illustration of bounding polygons for the non-empty zones. 

4. Example: Particle Trajectories over a Slab 

Accuracy of particle trajectories is a primary motivation for DynaPAC's continuous 
field algorithms. Accurate panicle trajectories are needed for such problems as wake 
structure, current distribution over a surface, and simulation of particle detectors. 

Figures 9 and 10 show trajectories for a set of particles passing near an attractively 
charged slab. Trajectories calculated with the rrilinear code (NASCAP/LEO) (figure 9) 
show anomalous division into three groups. The division occurs as the particles pass to 
the left or right of a grid point in the high field region. By contrast DynaPAC calculated 
trajectories (figure 10) show a continuous distribution of panicle destination as a function 
of particle origin. 

Note that, in both cases, the maximum deflection occurs for a particle passing one- 
half zone away from the slab. This is characteristic of the short range potential used. 
Panicles passing closer to the slab are strongly accelerated in their direction of travel, 
and thus receive a smaller deflection impulse. 

5. Summary 

DynaPAC is an advanced electrostatic and quasi-static plasma simulation code. 
Advanced features of DvnaPAC include 
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(1) The ability to handle a high level of geometrical complexity; 

(2) A cubic grid structure with arbitrarily nested gridding; 

(3) Non-Linear solution for Poisson-like equations with strictly continuous electric 
fields; 

(4) A selection of options for panicle generation and tracking; 

(5) User-Friendly pre- and post-processors; 

(6) A programmer-friendly DataBase Manager for ease of modifying and extending the 
code. 

All modules of DynaPAC are currently operational and have been applied to the 
SPEAR program as well as to other applications. We are expanding the algorithm set 
within DynaPAC to meet the needs of applications as such needs occur. We also use 
DynaPAC as a workbench to develop and test new algorithms for three-dimensional 
plasma simulation. 
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Figure Captions 

Figure 1. Interactions of a high-voltage spacecraft with the environment include plasma 
sheaths, plasma ion and electron bombardment, secondary electron emission, and 
ambient and spacecraft-produced neutral species. 

Figure 2.   DynaPAC is able to faithfully model the geometric complexity of realistic 
spacecraft. 

Figure 3. DynaPAC model of the SPEAR-3 payload.  Note the instruments and experi- 
ments in the next-to-top section. 

Figure 4. DynaPAC gridding for the SPEAR-3 model. With 1 meter basic resolution, 4 
centimeter resolution is achieved near the experiments  and instruments to be 
modeled. 

Figure 5.  One-dimensional interpolation functions, showing the independent definition 
of potential and electric field at node points. 

Figure 6. Interactive screen for creating a Potential Solver input file. 

Figure 7.   Laplacian potentials about an octahedron, calculated using a trilinear code 
(NASCAP/LEO). 

Figure 8. Laplacian potentials about an octahedron, calculated using DynaPAC. 

Figure   9.    Panicle   trajectories   over   a   slab,   calculated   using   a   trilinear   code 
(NASCAP/LEO). 

Figure 10. Particle trajectories over a slab, calculated using DynaPAC. 
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APPENDIX C 

A copy of the paper presented at the AIAA Aerospace Meeting in Reno, NV follows: 
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Abstract 

The SPEAR-III rocket experiment was launched on 15 
March 1993 to test grounding devices for negative pay- 
loads   In this paper we review some of the high altitude 
flight data, and compare it with preflight predictions 
made using the DynaPAC computer code. 

The plasma density during the high altitude portion of 
the flight was about 101' m"3.   The predicted floating 
potential of the rocket varied from about 35% of an ap- 
plied voltage of 10 kV to about 657c of an applied volt- 
age of 1 kV, in excellent agreement with flight data. 
Plasma currents were also in agreement with preflight 
predictions. 

Preflight predictions, using Paschen Law physics gener- 
alized to three dimensions, were that the high rate gas 
release would reduce the rocket potential to within 200 
to 300 volts of plasma ground.   The flight data is well-fit 
by a value of 225 volts.   The thermionic emission device 
also reduced the spacecraft potential at high altitude. 

Orientation relative to Earth's magnetic field had no ef- 
fect on the floating potential or grounding operations, but 
had a large effect on the current collected by the boom. 

Introduction 

The SPEAR-III rocket experiment is third in a se- 
ries of experiments to develop technology for the predic- 
tion and control of interactions between a spacecraft 
with high voltage components and the ionospheric envi- 
ronment.   While previous experiments focused on predic- 
tion and understanding, the emphasis of SPEAR-III was 
on control.   The objective was to test and compare four 
candidate devices for maintaining the main part of the 
payload as close as possible to plasma ground. 

Copyright <£.■ 1994 American Institute of Aeronautics and As- 
tronautics. Inc.   All richts reserved. 

The need for spacecraft potential control goes be- 
yond "Star Wars" applications.  It is no longer unusual to 
design spacecraft power systems with primary voltages 
in excess of the conventional 28-32 volts.   Space Station 
Freedom, with a 140 volt power system and a 30 year 
lifetime requirement, provides a major example of the 
need for potential control.   Any spacecraft which has an 
ion engine or emits charged particle beams might benefit 
from potential control. 

The three-dimensional calculations presented in 
this paper were performed prior to the flight using the 
DynaPAC computer code.   (M. J. Mandell et al.. 1992) 
DynaPAC is a general spacecraft-plasma analysis code 
developed by S-Cubed for Phillips Laboratory.' Dyna- 
PAC is a finite element electrostatic code featuring 
CAD/CAM compatible spacecraft geometry, arbitrarily 
nested cubic grids, and strictly continuous electric fields. 

SPEAR-III Description 

An accompanying paper later in this session (W. J. 
Raitt et a!., 1994) will describe the objectives, instru- 
mentation, and basic results of the SPEAR-III rocket 
flight.   In this section we give a thumbnail sketch suffi- 
cient for a reader to follow the subsequent discussion. 

SPEAR-III was launched the evening of 15 March 
1993 from Wallops Island. VA.  A maximum altitude of 
approximately 290 km was achieved.   The rocket was 
charged to negative potentials of 2-4 kV by applying a 
10 kV positive bias to an 8-inch diameter sphere.   The 
sphere was mounted on a 1 meter resistively graded 
boom oriented normal to the rocket axis.   The bias de- 
cayed through an RC network with a time constant of 
about 1 second.   Rocket potential was monitored by two 
devices: (1) a high impedance floating probe (measuring 
the potential difference between the rocket and a 2.5- 
inch diameter sphere on 3 meter boom), (P. L. Rodriguez 
et al.) and (2) a set of electrostatic analyzers measuring 
the energy of incident ions (H. R. Anderson et al.. 1993). 
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In this paper we focus on the high altitude portion of the 
flight (roughly MET 220 to MET 350) during which the 
plasma density was ~1011m"-\ 

The four potential control devices were: (1) a 
thermionic electron emitter; (2) a hollow cathode 
"plasma contactor"; (3) a field effect electron emitter; 
and (4) an array of four gas jets.   Of these, the gas jets 
(intended to systematically study a grounding effect seen 
accidentally during ACS firings on beam-emitting rock- 
ets) were most successful, holding the spacecraft poten- 
tial to within 200- 500 volts of plasma ground. The 
thermionic electron emitter caused a definite reduction 
in spacecraft potential, 
though it failed to "ground" the vehicle. The other two 
devices were largely ineffective at high altitudes, due in 
part to malfunction of the devices themselves. 

Current Balance with No Grounding Device 

In the absence of plasma, floating potential of a 
biased payload such as SPEAR-III is determined by the 
condition that the total charge on the payload remain 
zero.   That is, the payload acts as a capacitive divider. 
Since the SPEAR- III rocket has a much larger capaci- 
tance than the biased sphere, the negative potential 
achieved is less than ten percent of the bias voltage. 
Figure 1 shows a Laplace equation solution for the ap- 
proximate vacuum floating condition.  This configuration 
was observed during testing of a mockup payload in a 
large vacuum tank. 

C:XCft LCT4SN3 

'''"~$%^$3%l0&v£ 

«. . ,w..» ■ i. ■?«- 

Fig. 1     Potentials around the SPEAR-III payload in approximate vacuum floating condition.   Sphere 
is biased 1 kV relative to rocket body at -70 V. 

When the payload is in the ionospheric plasma, 
the floating condition changes from zero net charge to 
zero net current.  That is, the secondary-electron- 
enhanced ion current to the rocket body must balance 
the electron current collected by the sphere and boom. 
Since electrons have far higher mobility than ions, this 
means the negative, ion-collecting sheath about the 
rocket body must nearly choke off the positive, electron- 
collecting sphere sheath.   Figure 2 shows a typical 
sheath configuration for the SPEAR-III payload in the 
ionospheric plasma. 

Using the DynaPAC code we are able to calculate 
(as a function of applied potential, plasma density, 
plasma temperature, and magnetic field) the fraction of 
the applied potential that appears on the rocket body. 

Figure 3 shows preflight calculations of this division of 
potential.   The trends with potential and plasma density 
result from the effectiveness of the plasma in screening 
the body potential; this screening is most effective at 
low potential and high plasma density.   At the expected 
plasma density of about 101' m"3, the fraction of poten- 
tial appearing on the body varies from less than 36% at 
10 kV bias to 65% at 1 kV bias.  If the plasma density is 
decreased to 109 m"3, the fraction of potential appearing 
on the body drops below 40% at 1 kV. Figure 4 shows 
the flight results (from the ESA potential measurements) 
for several shots with no effective grounding mechanism 
in operation.   Agreement with the DynaPAC prediction is 
excellent. 
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Fig. 2     Potentials around the SPEAR-III payload in 

I x 10" m"3.   Sphere is biased 10 kV relati 

The calculations also yield the plasma current 
through the high voltage circuit.   Figure 5 shows the 
measured plasma currents for several shots together with 
DynaPAC preflight predictions.   Again, agreement is 
excellent    Note that there is an apparent drop (by about 
a factor of two) in plasma density near the flight apogee. 

ionospheric floating condition for plasma density 
ve to rocket body at -3.5 kV. 

! O    :>>-•■■ 
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CX - Site-Mo 
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ix: 

DynaPAC preflight calculations of SPEAR-III 
floating potential, showing the fraction of ap- 
plied potential on the negative body   vs. the bias 
voltage.   The upper set of lines represents the 
high, altitude flight condition of plasma density 
-I x I01 ' m'-.   The lower lines represent 

plasma densities of I x K)'° and I x I09 m"-\ 

i 

j        ESA 2SO 

5   0 6.        *■■-   ■"• 

!..i 

Fie. 4 ESA measured floating potential, showing the 
fraction of applied potential on the negative 
body vs. the bias voltage.   The shots included 
have no grounding device (MET 235). Field 
Emission Device (MET 240. 245. 250. 255), or 
Hollow Cathode (MET 260). both of which were 
ineffective. 
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Fig. 5    Measured plasma currents compared with Dy- 
naPAC preflight predictions.  The shots included 
have no grounding device (MET 235), Field 
Emission Device (MET 240, 245, 250, 255), or 
Hollow Cathode (MET 260, 265, 270), both of 
which were ineffective.  The spikes correspond 
to ACS firings, which grounded the payload. 

Grounding bv Neutral Gas Release 

The Neutral Gas Release experiment consisted of 
two pairs of nozzles directed tangentially along the 
rocket surface.  In the high flux mode, each nozzle re- 
leased two grams of argon per second for approximately 
0.1 seconds.  High flux releases alternated with low- and 
zero-flux emissions.  Both the high and low emission 
levels (as well as ACS firings) are confirmed by the 
Neutral Pressure Gauge data. 

accomplished by establishing a breakdown path through 
this non-axisymmetric gas cloud.  However, we would 
expect a breakdown path to follow an electric field line 
which is, at least initially, radial.   We calculate the 
voltage needed to sustain breakdown in the same manner 
as for Paschen breakdown between parallel plates, ex- 
cept that here we must account for the three-dimensional 
geometry.  Thus, to determine the conditions under 
which breakdown would occur, we must calculate the 
number of ions produced (one less than the electron mul- 
tiplication factor) by an electron traveling along a path 
through the gas cloud, as a function of the angular posi- 
tion of the path and the negative potential on the rocket. 
When this is equal to the inverse of the secondary elec- 
tron emission coefficient for ion impact, the ions impact- 
ing the rocket reproduce the single electron which pro- 
duced them, satisfying conditions for breakdown. 

Figure 7 shows the number of ions produced along a ra- 
dial trajectory, as a function of the trajectory direction 
and the body potential.  For body potentials of a few 
hundred volts or less we anticipate a secondary electron 
emission coefficient of about 0.05 to 0.1. The figure in- 
dicates that the breakdown threshold is fairly insensitive 
to the precise value of the secondary emission coeffi- 
cient, and should occur at 200 to 300 volts along a path 
90 degrees from the nozzle location and parallel to the 
nozzle flow direction. 

Figure 6 shows the gas density pattern expected to 
be produced by the four nozzles.  Grounding would be 

P-vTii»-.*» >g JKjnsi 

lllliw " 

COR LEGEND 

^ 

Fig. 6    Neutral gas density contours for the SPEAR-III gas release system.  The rocket axis is normal to 
the page.  Two pairs of nozzles are located on the left and right of the cross-section, and are 
aimed up and down the page. 
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Fig. 7     Number of ions produced along a radial trajec- 
tory in the plane of Figure 6. as a function of 
rocket potential and trajectory angle.   The left 
side of the figure corresponds to a trajectory be- 
ginning at the nozzle and normal to the flow di- 
rection.  The right side of the figure corresponds 
to a trajectory beginning 90 degrees from the 
nozzle and parallel to the flow direction.   The 
calculation is for emission of 2 grams of Argon 
per nozzle per second.   Breakdown threshold 
lies in the graded bands, at the inverse second 
Townsend coefficient. 

Figures 8a and 8b show the ESA-measured rocket poten- 
tial fraction (as a function of applied potential) during 
gas puff shots.   The rocket potential is bimodal, alternat- 
ing between the no-grounding-device value and a less 
negative value well-fit by -225 volts.   This pattern holds 
down to applied potential as low as 400 volts.  The high- 
time- resolution Floating Probe potential measurements 
show clearly that the low potential state is achieved 
immediately on the commencement of the high-rate neu- 
tral eas release. 

and relaxes to the higher state as the gas density de- 
cays. (The apparent long decay time for the gas densitv. 
clearly observed by the Neutral Pressure Gauge, remains 
unexplained.)   The low-rate gas release generally fails to 
reduce the rocket potential. 

Potential Reduction bv Thermionic Emission 

Thermionic emission of electrons seems like the 
obvious device to maintain a negative payload at low- 
potential in a nearly passive way.   However, experience 
(e.g., PIX-II. M. J. Mandell et ai. 1986) has shown the 
failure of such devices to maintain vehicle ground. 
SPEAR-III is the first flight experiment in which we are 
able to assess quantitatively the degree of potential re- 
duction produced by a thermionic device. 

Figures 9a and 9b each show the (ESA measured) 
fraction of applied potential on the negative body for 
three shots during thermionic emitter operation, com- 
pared with a comparable no-grounding shot.   The ther- 
mionic emitter produces a potential reduction by about 
twenty percent at the highest bias voltages, improving to 
better than fifty percent at bias voltages below 1 kV." 
(Indeed, at the lower bias voltages the thermionic emit- 
ter provides better grounding than the gas jets!!) 

Fig. 8     ESA measurements of grounding by neutral gas release during Science Attitude 1 (a) and Science Attitude 2 
(b).   Each figure contains one shot with no active grounding (MET 235 and MET 325) and four shots with 
termittent gas puffs.   The gray line on each figure corresponds to a rocket potential of -225 volts. 

m- 
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Fig. 9    ESA measurements of potential reduction by the Thermionic Emission Device during Science Attitude 1 (a) 
and Science Attitude 2 (b).  Each figure contains one shot with no active grounding (MET 235 and MET 325) 
and three shots with the Thermionic Emission Device active.  The gray line on each figure corresponds to the 
potential level of -225 volts achieved by neutral gas release. 

Figures 10a and 10b show the plasma current 
through the system for the same two sequences.  In both 
cases there is a 2-3 milliampere increase in current due 
to thermionic emitter operation.  Presumably, this current 
consists of an increase in electron collection by the 
sphere 

(due to its increased potential and reduced screening), 
balanced by emission from the thermionic device.   Why 
the effective thermionic emitter current is held to such 
low values requires further study. 

s 10 

E 

Slap .235 
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SI'S?-. 22? 

Ramp_230 

/A   I 

A /     /   * 
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Capacitor Voltage 
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Step.325 
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Ramp_320 

V»V 

500. 1000. 2000. 

Capacitor Voltage 

Fig. 10    Increase in plasma current during Thermionic Emission Device operation during Science Attitude 1 (a) and 
Science Attitude 2 (b). Each figure contains one shot with no active grounding (MET 235 and MET 325) and 
three shots with the Thermionic Emission Device active. 

Figures 10a and 10b show the plasma current 
through the system for the same two sequences.  In both 
cases there is a 2-3 milliampere increase in current due 
to thermionic emitter operation.   Presumably, this current 
consists of an increase in electron collection by the 
sphere (due to its increased potential and reduced 
screening), balanced by emission from the thermionic 
device.   Why the effective thermionic emitter current is 

held to such low values requires further study. 
Magnetic Field Effect 

During the high altitude portion of the flight the 
payload assumed two distinct attitudes relative to Earth's 
magnetic field.  During the early portion of the flight 
(Science Attitude 1) the payload was oriented with the 
magnetic field normal to the plane formed by the boom 
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and the rocket axis. In this attitude, the boom lies in the 
path of electrons E x B drifting in the sphere sheath, and 
collects a substantial fraction of the total plasma elec- 
tron current.   Near apogee (which occurred at about MET 
290V a roll maneuver was executed to achieve Science 
Attitude 2. in which the boom was parallel to the mag- 
netic field.   In this second orientation, the boom is 
weakly magnetically insulated by the Earth's field, and 
collects less current, with the current concentrated 
slightly more toward the high voltace end of the boom. 

Table I shows DynaPAC preflight results for the 
boom current in these two attitudes.   We expect the ap- 
parent boom impedance to be highest in Science Atti- 
tude 1, lower in Science Attitude 2, and lowest at low 
altitudes when plasma current is negligible.   Figure 12 
shows the apparent boom impedance for five no- 
grounding shots, two in each orientation and the last at 
relatively low altitude.   It is clear that the expected pat- 
tern is followed and that the effect is of the magnitude 
predicted. 

Available from the flight data is the current meas- 
ured at the low-voltage end of the 1 MQ boom.  It is 
convenient to cast this data in terms of the apparent im- 
pedance of the boom.   When injection of plasma current 
at a single point of the boom is accounted for, figure 11 
shows that the apparent boom impedance increases. 

V = (I + IP)RI + I(R-RI) 

^ = R + ^P 
I I 

RV 
I     V-Rjlp 

Fig. 11     Injection of plasma electron current into the 
graded boom causes an increase in its apparent 
impedance, depending upon the amount of cur- 
rent and its mean point of injection. 

Table 1 DynaPAC preflight results, showing increase in 
apparent impedance of the 1 MQ graded boom 
due to plasma current. 

Plasma    Density 1 x  1011  nr 3 

Plasma    Temperature 0.1 eV 

Magnetic    Field 0.4   gauss 

Bias   Voltage 10 kV 

Negative    Fraction 

Science    Attitude 

0.35 

2 

Total    Current 11.1 ma 11.4 ma 

Boom    Current 5.9 ma 3.6 ma 

Point   of   Injection 0.22 MQ 0.19 MQ 

Apparent     Impedance 1.15 MQ 1.07 MQ 

§5E.> 

El E.M 
E 

gsE.05. 

B-n-; 23.', 

Ring_370 

Capacitor Vortage 

Fig. 12 Apparent boom impedance during shots with no 
active grounding.   The apparent impedance dur- 
ing Science Attitude 1 exceeds the low altitude 
measurement by about the factor predicted bv 
DynaPAC. 

The magnetic field effect should be higher during 
grounding operations, because (a) the total current is 
higher, and (b) the sphere sheath is more nearly spheri- 
cally symmetric.   Figure 13 shows that this is indeed the 
case.   During thermionic emitter operation, which, we 
have seen, caused a modest reduction in spacecraft po- 
tential, the apparent boom impedance increases an addi- 
tional ten percent in Science Attitude 1, but not at all in 
Science Attitude 2.   During neutral gas release the effect 
is a factor of two in Science Attitude 1, but no effect is 
apparent in Science Attitude 2. 
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Fig. 13    The apparent boom impedance during Science Attitude 1 increases further during Thermionic Emitter opera- 
tion (a) at MET 220, 225, and 230, and even more dramatically during neutral gas release (c) at MET 200, 
205, 210, and 215.  In Science Attitude 2 no effect is seen either during Thermionic Emitter operation (b) at 
MET 310, 315, and 320, or neutral gas release (d) at MET 290, 295, 300, and 305.  (Remaining shots have no 
effective grounding device.) 

Conclusions dimensional configuration. 

SPEAR-III demonstrated our ability to create, pre- 
dict and (to a limited degree) control negative space- 
craft potential. 

(1) The DynaPAC preflight calculations successfully 
predicted the points of current balance (floating po- 
tential) for a complex, three-dimensional configura- 
tion. 

(2) Grounding of a negative payload by neutral gas re- 
lease was demonstrated.  Four jets of 2 g/s of argon 
held the payload to approximately -225 volts.  A 
flow rate one order of magnitude lower had little or 
no effect.   Both the potential value and the flow rate 
are in good agreement with preflight calculations us- 
ing Paschen Law physics generalized to a three- 

(3) The thermionic emission device was able to reduce 
the payload potential.   However, the effective emis- 
sion current from the device seemed to be limited to 
2-3 ma. 

(4) As predicted by the preflight calculations, the orien- 
tation relative to Earth's magnetic field had no no- 
ticeable effect on the floating potential, the total 
plasma current, or the effectiveness of the grounding 
devices.   However, the effect of the magnetic field 
is seen clearly in the division of current between the 
sphere and the boom, in agreement with preflight 
calculations.  This effect is most pronounced when 
the payload is grounded by neutral gas release. 

Regrettably, much potential data was lost due to mal- 
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function of the Hollow Cathode Plasma Contactor and of 
the Field Emission Device.   Other unresolved issues in- 
clude: 
fa) The long decay time for the neutral gas plume. 

(b) The nature of the breakdown in the neutral gas 
plume during grounding operations.   Failure of the 
on-board video deprived us of much potentially use- 
ful data on this subject. 

(c) An explanation for the low effective current from the 
Thermionic Emission Device. 

(d) The ion energy distributions seen by the ESA. 
While clear, unambiguous "charging peaks" were 
observed, the current in the charging peak was well 
below preflight predictions, and a great deal of ion 
current was distributed at lower energies. 
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APPENDIX D 

A copy of the paper presented at the SPRAT XIV Conference follows: 
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PARASITIC CURRENT COLLECTION BY PASP PLUS SOLAR ARRAYS * 

V. A. Davis and B. M. Gardner 
S-Cubed Division of Maxwell Laboratories 

San Diego, California 92121 

D. A. Guidice and P. S. Severance 
Phillips Lab, Hanscom AFB, MA 01731 

SUMMARY 

Solar cells at potentials positive with respect to a surrounding plasma collect electrons Current is collected by 
the exposed high voltage surfaces: the interconnects and the sides of the solar cells. This current is a drain on the 
array power that can be significant for high-power arrays. In addition, this current influences the current balance 
that determines the floating potential of the spacecraft. One of the objectives of the Air Force (PL/GPS) PASP 
Plus (Photovoltaic Array Space Power Plus Diagnostics) experiment is an improved understanding of parasitic 
current collection. We have done computer modeling of parasitic current collection and have examined current 
collection flight data from the first year of operations. 

BACKGROUND 

Solar arrays provide power for nearly all space systems. Traditionally, solar arrays have operated in the 30 V 
range to avoid complex interactions with the plasma environment. As space systems become more ambitious 
more power, therefore higher voltages, is needed. 

The exposed metal and semiconductor surfaces of spacecraft collect ions and electrons from the space 
plasma. The potential of the spacecraft adjusts until the net current is zero. As each solar cell is at a different 
potential, some cells collect ions and some collect electrons. For a conventional spacecraft design, the negative 
side of each array is grounded to the spacecraft chassis. Therefore, the spacecraft body floats negative with 
respect to the plasma. Figure 1 shows the various currents that contribute to the net current to a spacecraft. 

As electrons are faster than ions at the same temperature, spacecraft ground is usually slightly negative 
However, it may be necessary to keep the spacecraft body near zero potential with respect to the plasma For 
example, an instrument to measure the low energy plasma environment may need to be near plasma ground 
Anodization arcing and negative potential arcing are potentially disruptive at potentials greater than 50 to 100 V 
negative with respect to the plasma (refs. 1 and 2). In these cases active control is used. 

At high positive potentials, typically over 200 V, the current rapidly rises due to a phenomena called snapover 
Snapover was first observed at NASA/LeRC (refs. 3, 4 and 5). Snapover can occur whenever there is a biased 
surface adjoining an insulating surface and the bias is above the first crossover of the secondary yield curve of 
the insulating surface, (refs. 6 and 7) This occurs when the cell potential is above the first crossover for the 
coverglass or the array support structure. 

PASP Plus is the principal experiment integrated onto the Advanced Photovoltaic and Electronics 
Experiments (APEX) satellite bus (ref. 8). The experiment tested twelve different solar array designs Parasitic 
current collection was measured for eight of the designs under various operational and environment conditions 
Here we focus on the six flat designs, as the concentrators have minimal current collection as the high potential 
surfaces are not exposed to the plasma. The arrays considered are listed in Table 1 

' This work is supported by the Air Force Materiel Command. 
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Table I 

Array Number Array Type Number of 
Cells 

Cell Size 

1 Standard Silicon Module with mesh 
interconnects 

20 2 cm x 4 cm 

2 Standard Silicon Module with mesh 
interconnects 

60 2 cm x 4 cm 

3 Space Station with wrap through 
interconnects 

4 8 cm x 8 cm 

4 Thin GaAs/Ge with wire interconnects 20 4 cm x 4 cm 

5 APSA with germanium coating 12 2.6 cm x5.1 cm 

6 Thin GaAs/Ge with wire interconnects 12 4 cm x 4 cm 

8 Thick GaAs/Ge with wrap through 
interconnects 

4 4 cm x 4 cm 

11 Thick GaAs/Ge with wire interconnects 8 4 cm x 4 cm 

CALCULATIONS 

The computation of the current collected by a specific solar array can become intractable. The gap size is of 
the order of tens of mils while the solar cells are a few centimeters and the entire array can be meters. Each solar 
cell is at a slightly different potential. The current depends on the geometry of the gap, the geometry of the entire 
array, the spacecraft, and the plasma conditions. 

We are interested in improving our understanding of which aspects of the problem are most important and 
developing a tool or at least an algorithm to assist spacecraft designers. Our approach was to look in detail at 
current collection at a single cell gap. Using the computer we can vary each parameter independently. We then 
developed a formula that estimates the current collected by a single gap. We then incorporated the formula into a 
tool that adds up the current from all the gaps to give the current collected by an array. Information on the array 
geometry and how it influences the current are included in the tool. 

We did two-dimensional calculations for the various geometries flown. The calculations span the space of 
plasma conditions, applied potential, and material parameters. We used the calculations and early flight data to 
develop an analytic formula for the dependence of the current on the primary problem variables. The calculational 
technique is discussed in a paper presented at the previous SPRAT conference (ref. 9). 

The form chosen for the analytic fit appears odd at first glance. 

x0.35 / 
Sheath Area = a A(geom.)   Q65 (<|> T|)  exp 

c_ 

V1! 

_d 

The parameters are 

potential with respect to the plasma 
plasma temperature 
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first cross over 

potential with respect to the plasma 

debye length 

cell thickness 

The O'TI factor is proportional to the potential. The <j> r\ factor modifies the dependence on the temperature and 
first cross over. The exponential growth with the potential is accounted for by the exponent The form of the 
exponent allows for the increase of sheath area with debye length and a decrease in sensitivity to debye lenqth at 
larger sheath distances. The a, b, c, and d values were adjusted to fit the calculations. A is a function of the arrav 
geometry. ' 

The analytic formula was incorporated into the EPSAT computer code (refs. 10 and 11). 

FLIGHT DATA 

We examined the measured collected current as a function of the applied bias and plasma density for the first 
nine months of PASP Plus data collection. We focused on measurements made in the ram and with the emitter 
!?' !XLev EeCt-that the wake measurements depend on the attitude of APEX. Generally, when the emitter is on 
the APEX floating potential is positive and an algorithm for the determination of the plasma density is needed To 
avoid these complications, we confined our early examinations to ram. emitter off measurements. 

Leakage current is measured as part of a 30 second sequence of measurements. During each 30 second 
sequence there are two Langmuir probe sweeps (one up and one down) with the applied bias at zero and then 
23 measurements of the leakage current with the applied bias at a constant. For each 30 second sequence we 
used the 22nd current measurement and the plasma density and temperature from the followinq Lanqmuir orobe 
sweep. We divided current by the plasma thermal current to compute a collecting area for each measurement. 

Collecting Area L~2) = Leakage Current (A)  

2.68 x 10"14 Density (m-3^Temperature (eV) 

In order to plot the leakage current, we binned and then averaged the data obtained over the nine months 
Lower density measurements are excluded because photoemission may play a role. As the plasma conditions 
and applied bias are correlated with the time on orbit, attitude, and location within the orbit unknown and 
unaccounted for systematic factors may influence these measurements. 

Several features of interest are clear on inspection of Figure 2. 

Overall, the collecting area rises about two orders of magnitude as the applied bias rises one order of 
magnitude. This is typical of leakage current when snapover plays a role in the current collection 
P[^eiS (ue[S 12"14) ArrayS #1 and #2',he conven,ional interconnect design, do not rise as quickly particularly 
at the high bias end. Also, the current collection curve for array #5, APSA, is different from all of the other arrays. 

In general the collected current is several times the array area. Table 2 gives the array and panel areas for 
the vanous test solar arrays. 
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Table II Array and Panel Areas. 

Array 
_3 

Array Area (m ) 
_3 

Panel Area (m  ) 

#1 0.016 0.129 

#2 0.048 0.129 

#3 0.026 0.078 

#4 0.032 0.129 

#5 0.015 0.059 

#6 0.019 0.129 

#8 0.0064 0.029 

#11 0.013 0.029 

There is a minimum collecting area for each plasma density that is the same for all of the arrays. The smallest 
measured PASP Plus leakage current value is 0.2 ^iA. This means that the collecting area levels off at 

5 x 10-3 m~2 for a plasma density of 3 X 109and at 5 x 10-4 m~ for a plasma density of 3 X 10   . Collecting 
areas near and below this value are not physically meaningful. 

The collecting area does not depend strongly on the plasma density. The collecting area is larger for lower 
densities (longer debye lengths). The dependence on density is stronger for lower densities. 

And finally, there is a large amount of scatter in the graphs. When the several measurements in the same bin are 
compared, variations of a factor of ten are common. 

DISCUSSION AND COMPARISON WITH CALCULATION 

In order to compare the measurements with the model described above, it is first necessary to account for the 
APEX floating potential. The arrays are biased with respect to the APEX chassis. The amount of current they 
collect depends on the potential with respect to the ambient plasma. Like any spacecraft, there are several 
sources of current to APEX that must balance. We used the EPSAT (refs. 10 and 11) computer program to model 
the various components of the current and compute the floating potential. 

The electron current collected by solar cells of the power solar arrays that are at positive potential with 
respect to the plasma is computed using the above model. The ion current collected by the solar cells is assumed 
to be negligible. The Z-93 paint on the surfaces of the panels is taken to have a conductivity divided by thickness 

of 10-6 mho m-2 The body of APEX is taken to collect ions from a sheath in the same manner as a 0.45 m 
-5       -2 

radius sphere in a flowing plasma. The photoelectron current emitted is taken to be constant at 2 x 10    Am 
when APEX is not in eclipse. And the electron current collected by the test array is modeled as above. 

The floating potential of APEX is near zero when the current collected by the test array is less than the ram 

ion current collected by the spacecraft body. A 0.45 m radius sphere moving at 7700 m s    in a 10     m    plasma 
10    —3 

collects about 0.13 mA. This is the same as the electron thermal current for a 10    m   , 0.1 eV plasma to a 
p 2 

1.5 m   object. The floating potential of APEX shifts when the collecting area exceeds 1.5 m . Therefore the 
2 

collecting area versus applied bias curve flattens out at 1.5 m . 
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The flight measurements were taken over a period of months under a variety of conditions. Plasma 
constituents, plasma temperature, and sunlight/eclipse condition all influence the current to the test arrays. All of 
these effects are included in the EPSAT computer code. In addition, EPSAT has an orbit propagator (ORB) and a 
plasma density and temperature model (IRI-86 with an extension to higher altitudes). 

For each array, except #5, for each applied bias value, we computed the collected current, plasma density, 
and plasma temperature at 287 times during the 9 months covered by the flight data. Keeping only the points for 
which the arrays face the ram direction and APEX is below 1500 km, we computed the collecting area in the same 
manner as for the flight data, binned the results by density, and averaged. Figure 3 shows the results. 

A few general observations can be made regarding the comparison of the calculational results and the flight 
results. At present the model has less density dependence than observed during flight. The computed current at 
the higher potentials grows faster than observed. The parameters used for arrays #4 and #6 give current values 
that are too low and the parameters used for arrays #8 and #11 give current values that are too high. 

The current collection characteristic of array #5, APSA, is different from all of the other arrays. We believe that 
this is because it is coated with a layer of Germanium, which is a semi-conductor. Current is conducted through 
the Germanium coating even in the absence of plasma. This parasitic current is linear with the applied bias with a 
resistance of approximately 3 MQ. Current is also collected from the plasma. This current is comparable to the 
current collected by an array with a low first cross over potential. Figure 4 shows the effective circuit. Current is 
collected across the entire surface of the array. 

The measured current l0 is given by the following: 

l0="p + 
4>bias 

The fraction f is used to account for the fact that electrons are collected by the entire surface and not just at 
the array potential. When we subtract the parasitic current collected from the measured current, we get the 
collecting area curves shown in Figure 5. The figure compares the experimental results with the results of 
calculations that treat the array as a constant potential surface on a grounded spacecraft. The calculations were 
done using the NASCAP/LEO code (ref. 15). 

The adjusted flight data values are higher than the calculations. A lower resistance value might provide a 
better match. Otherwise the calculations substantiate the conclusion that the measured current is the sum of the 
collected current and the conducted current. 

CONCLUSIONS 

We examined the current collected as a function of the various parameters for the six non-concentrator 
designs. The results are similar to those obtained in previous experiments and predicted by the calculations. 

We are using the flight data to improve and validate the analytic formula developed. The formula can be used 
to quantify the parasitic current collected. Anticipating the parasitic current value allows the spacecraft designer to 
include this interaction when developing the design. 
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Electrons attracted to positive 
portion of solar arrays 

Ions attracted to negative 
portion of solar arrays 

Ions attracted to 
spacecraft body 

Particle beams and 
other emitters 

Figure 1 .—At the spacecraft floating potential the net current is zero. 
This current has several components. 
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PASP Plus Array #1, Ram, Emitter Off, Day 94215 to 95134        PASP Plus Array #2, Ram, Emitter Off, Day 94215 to 95134 
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Figure 2.—Experimental collecting area versus applied bias curves. 
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PASP Plus Array #3, Ram. Emitter Off, Day 94215 to 95134 PASP Plus Array #5, Ram, Emitter Off, Day 94215 to 95134 
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Figure 2.—Experimental collecting area versus applied bias curves. 

184 



PASP Plus Array #1, EPSAT PASP Plus Array #2, EPSAT 
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Figure 3.—Computed collecting area versus applied bias curves. 
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PASP Plus Array #3. EPSAT 

o 
O 

C 0! 

»3.16E+09 

1 1.00E + 10 
:*3.16E*10 
• 1.00E-.-11 
:=3.16E*11 

x! 
.*• i»_ *_- 
r 

t 

* 
* 

» 
J* 

/ 
1000 

PASP Plus Array #8. EPSAT PASP Plus Array #11, EPSAT 

»3.16E.09 

I 1.00E + 10 
13.16E + 10 
• 1 00E + 11 
= 3 16E»11 

# 

/ 

10  ;•— 

i«3.16E+09 

■■1.00E + 10 
;A3.16E + 10 
it 1.00E + 11 
•S3.16E + 11 

♦♦ ■ 

t> 
A.« 

r=c 

10000 100 

Figure 3.—Computed collecting area versus applied bias curves. 
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Figure 4.-Effective circuit for collection of current by array 5 
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